On the Functional Architecture of DP and the Featue Content of Pronominal

Quantifiers in Low German

1. Introduction

The article discusses the syntax and semanticaiaftdicational and interrogative DPs in
Low German, the language variety traditionally spolin the Northern parts of Germany.
Drawing mostly on original fieldwork, and contrilng to the growing body of literature on
the complex structure of DPs in Germanic, we famushe functional architecture of nominal
expressions and on the formal feature content attfanal elements in Low German.
Particular attention is paid to the following pherena: (i.) the structural realization of
complex pronominal quantifiers such gsder-een ‘everyone’, keen-een‘no-one’ and
mannich-een‘'some, many a’; (ii.) the syntactic and semantehdvior of the simplex
indefinite expressionsen‘someone’ andvat ‘something’; (iii.) the syntactic distribution and
feature specification of the expressiaat, which — unlikeeen— can occur as a relative
pronoun, as an interrogative pronounih-questions, and as a complementizer in embedded
yes/nequestions, in addition to its use as a plain imufef.

A central insight of the discussion is that compdegnominal quantifiers in Low German
provide overt evidence for a complex DP-structurd for the existence of an intermediate
functional projection between NP and DP, namely Rumwhich has been argued for on
independent grounds by Heycock & Zamparelli (20@5png many others. In addition, the
indefinite elementwat ‘some’ is argued to be underspecified in its featgontent, as

previously argued for its High German counterpeas in Jager (2000) and Bayer (2002).
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This accounts for the observed flexibility in thgngactic distribution ofvat More generally,

a comparison of the empirical results with the iings for other German(ic) dialects and
some Romance languages will increase our insigbthow certain semantic distinctions are
grammatically encoded, and which of these encodangssubject to cross-linguistic (micro-)
variation.

The remainder of the introduction provides somekfemund information on Low
German. Section 2 discusses the structure of congenominal quantifying expressions in
Low German. Here, the functional elemerenr‘one’, which shows up as an integral part of
these constructions, is analyzed as an overt Nuad-hgth a negative lattice feature. Section
3 compares the syntactic and semantic behaviorhef simple pronominal quantifying
expressiongen‘someone’ andvat ‘something’. It is shown that the two elementdatifin
syntactic status and feature content: Whikenis the syntactic head of Nummat is
analyzed as an NP-proform with an unvalued latfesture. As a result of this lexical
underspecificationyat can range over atomic entities and mass entiliks. é&Section 4
extends the discussion to the clausal domain, bkig at other occurrences wft in the

left periphery of relative and interrogative clasisection 5 concludes.

1.1 Background on Low German

Low German(henceforth: LG) is the cover term for a continuwh dialects spoken
throughout the North German lowlands. There areetharger dialect areas, see e.g. Goltz &
Walker (1989)North Saxonwhich is spoken in the Northwestern parts oflémguage area;
East Low Germanwhich is spoken to the east of the river Elbe] @rest- and Eastphalian

which are spoken in Northern Northrine-Westphdimathis article, we concentrate on data



from North Saxon, in particular on data from tHarsfelder dialect(Nordhannoversch

which is spoken in and around the town of Harseifeldorthern Lower Saxon}.

1.2 Grammatical Properties of Low German

General information on the grammar of Low Germam lca found in the concise overviews
by Goltz & Walker (1989) and Stellmacher (1990) am@ more recent descriptive grammar
by Lindow et al. (1998). Same as Standard High Gern@HG), LG is a V2-language with
underlying SOV-order, but the LG case and agreeragstem is quite impoverished when
compared to SHG. The case system is reduced toaaybsystem of nominativesm) and
non-nominative, or obliqueogL) case (Lindow et al. 1998: 144), where overt qaseking
on nonNomMm DPs is quite restricted (Rohdenburg 1993). Onckdxnouns, the difference
betweennom and oBL is only coded orMASC nouns denoting animate beings (Goltz &
Walker 1989: 43). In the determiner and pronomisydtem, it only shows ORASC.SG

expressions, cf. (1ab).

(1) a. de/een Minsch - the- /| eenen Minschen
the/a mamom.m the-oBL.M  a-OBL.M man-OBL.M

b. de / een Disch - ae- | eeren Disch
the/a tablelom.m the-oBL.M / a-0OBL.M tableoBL.M

As in SHG, there are three genders (masculineni@miand neuter), but the three categories

are only overtly visible on singular DPs in obligeeese (Lindow et al. 1998: 143):

(2) de-n/ een-en Disch - de/een(e) Door -  dat/ een Huus

! The data presented in this article stem mainlynfrdirected elicitations with three native speakefrghis
dialect, Anne Fitschen, Johannes Fitschen, and ihda¥Vohlers, which | would hereby like to thank.
Occasionally, the elicited data are backed up bitemr sources, and by corpus findings from therirge



theoBL.M a-0BL.M tablem thee/arF doorr then/ aN housen

The verbal system in North Saxon shows a lot ofcsstism, too, as thes& and 1/2/2L
forms of present indicative verbs all end in (3a). The perfect participle is formed without

the SHG prefixge,, cf. (3b):

(3) a. iksing - du sing-st he/ wi/ ji/ sesingt
1sGsing.1sG 2SG sing-5G  3sG 1pL 2rPL 3PL  Sing3sG/PL
b. ik heff anropen - ik  heff kofft

1sG have called dc have bought

Finally, there is evidence for an articulated Ip#riphery of the DP in Low German.
Prenominal possessors are expressed by meansogkasgive pronoun intervening between

the possessor in Spec,DP and the possessed NR\{Letdal. 1998: 144; Strunk 2004).

(4) [pp de Vadder { sien fp Huus]]]
the father his house

‘the father’s house’

This article argues for an even more articulatexttional architecture inside the DP.

2. The structure of pronominal quantifiers and the structure of DP
This section looks at the morpho-syntactic struetoir pronominal quantifying expressions
(henceforth:PQE9 corresponding teeverybody something nobody all, etc, which are

traditionally called indefinite pronouns. The cahiclaim is that some PQEs in Low German



provide overt evidence for a complex functionahéecture inside the DP, and that the overt
syntactic structure of PQEs and the feature convértheir parts exhibit micro-variation
across the West Germanic dialects. As such, theleadontributes to the growing body of
literature in this domain; see e.g. Barbiers (200B)variation in the syntax of indefinite
numeral expressions; Corver & Ostendorp (2006) ara¥variation in possessive DPs in
various Low Saxon dialects of the Netherlands; W&l Rothmayr (2008) on complex
indefinite DPs in upper German dialects; and Kallkl Rothmayr (2008), Leu (2009) and
Roehrs (2010) on the complex P@Ia jederin Standard German.

Section 2.1 introduces the empirical facts forNweth Saxon variety of Low German and
shows that some of the expressions falling intodlass of PQEs are morpho-syntactically
complex, while others are not. A striking propesfythe complex expressions in LG is that
they all contain the elementen‘a/one’. It is also shown that the system of pronaal
guantifying expressions in LG differs from the Bahgland High German systems. Section
2.2 puts forward a semantic account of this difieeeaccording to which the complex form
in LG can be chosen whenever the domain of quaatiin consists of singular individual
entities only. Section 2.3 presents the syntactayasis of complex PQEs. Section 2.4 spells
out the analysis of the restricting elemeaeras a functional head iINumin more detail.
Section 2.5 compares the complex universal R&dEr-eenin LG to the complex PQEin
jeder‘an every’ in High German, and Section 2.6 addsief discussion of PQEs in English

and Romance languages.

2.1 The system of pronominal quantifying expressi@g(PQES)
Pronominal quantifying expressions are nominal eggions that are headed by a quantifying
element, and can (or must) occur without an ovdttddmplement that would restrict the

guantificational domain of the quantifier (hencéfioiQ-domair). As a result, the Q-domain



of PQEs is predominantly determined by contexta&rimation. The class of pronominal
guantifying expressions in LG divides into thredodasses: The first subclass consists of
morpho-syntactically complex expressions, as in (@hich are grammatically singular,
which contain the elememen‘(lit.) one’, and which normally occur as full Dérguments

without lexical NP-material (Lindow 1998, Lindow &t 1998: 183ff.Y:

(5) a.Jeder-een/jed-een snackt Platt. [SHGedef
every-one speaks LG
b. Keen-een snackt Platt. [SH&einer/ niemanp
no-one speaks LG
c. Mannich-een snackt Platt. [SH@nancher/ manch eingr
many-one speaks LG

‘Everyone / Noone / Many a (person) speaks Lawn@an.’

The expressions in (5) are analyzed as compoundimdow et al. (1998: 180), and, indeed,
they appear to have been lexicalized to some ekteheir diachronic developmehit will

emerge, however, that the syntactic functions ardastic contributions of the individual
subparts are still fully transparent. For this cegswe follow the procedure in Barwise &

Cooper (1981: 168) for the complex English P@Esrything nothing somethingand treat

2 In addition, there are some complex non-quantiiimal expressions in LGanners-eerisomebody else’,
jichens-een‘someone/anyoneivat for (ee)'n‘what a’ andwok-een/ welk-eetwho’ (see Lindow et al. 1998:
175, 178). Given that the first element in all #hexpressions is not a quantifier, but serves atkerantic
functions (alterity, domain widening, interrogati®i we will set them aside, with the exception(af)keen
‘who’, which we will discuss in section 4.1.
% That some process of lexicalization has takenepisavitnessed by the fact that the complex PjgHsr-een
mannich-een(mannig-eehy and keen-eenare less frequently marked for oblique case tham gimplex
expressionseen and keen (Rohdenburg 1993: 215). This notwithstanding, Ratmirg (1993: 228, fn.2)
observes that oblique case marking on the univéssaljeden-een‘every-oBL-one’ is still widespread, cf. (i) :
() Ik heff jeden-een inlodt.

| have everyeBL-One invited

‘| have invited everybody.’
This suggests that at least some complex PQEafally lexicalized (yet), and that the individuslib-parts of
these PQEs are still accessible to morpho-syntpoticesses, and arguably to semantic interpretasomell.



the expressions in (5) as structurally complex f@esynchronic perspective as well (see also
Marti 2008: 24, for relevant discussion of thisipi Two additional examples of complex

PQEs from written texts are found in (5de):

(5) d. ...een Personlichkeit, vor dejedereen Hochachtung hebben kann.
...a charactepc for which everyone high estegma have  can
‘a character that everybody can hold in higleest [Gerken 1990: 16]
e. Keeneen mich achterher no Huus fihren. [Gerken 19%9D: 3
no-one wanted afterwards to home drive

‘Nobody wanted to go home afterwards.’

The second subclass of PQEs consists of gramnigtiglairal forms that are structurally

simplex and freely occur with an overt NP-completr{eh Lindow et al. 1998: 185ff.):

(6) Welke/Mennige/ Veel(e) Keend All(e) / de meisten(Luld) snackt Platt.
some afew many no all most people spkék
‘Some / Many / No / All / Most (people) speak Love@&an.’

[SHG: einige/ viele / keine / alle / die meisten]

The third subclass contains the elememtat ‘something’ andnix ‘nothing’. These
expressions are morpho-syntactically simplex, gratically singular, and never take an NP-
complement (Lindow et al. 1998: 180). On the fati, ahe bare formeen‘one, someone’ in
(7b) belongs into this class, too. As we procebdugh, we will encounter ample evidence
against this classification, and thus treahas a special subcase of the group of complex

expressions in (5).



(7) a. Gerd hettwat /' nix kofft. [SHG:etwag
Gerd has something nothing bought
‘Gerd bought something / nothing.’
b. Een hett anropen / Dor heteen anropen.[SHGemand/ einel
someone has called / there has someone anropen

‘Someone/One person has called.’

The emerging system of PQEs is shown in Table &. 0@ data in the middle column are
juxtaposed to their High German and English coyads to the left and to the right,
respectively. The right-most column gives a sencarspecification of the quantifiers
involved. The left-most column shows the semantigpprties of the Q-domain. As will
emerge, the occurrence of a PQE as complex, sigplexsimplex, in LG is determined by

the semantic properties of the Q-domain.

Tab.1l: Morpho-syntactic realization of pronominaP€)

Properties of High German Low German English Properties
Q-domain of Q

“ Tab. 1 shows thatatis the only LG expression occurring in two cedls, it can refer to [+count] and [-count]
entities alike. In section 3.4, this double occneeeis attributed to an underspecification in #ddal entry for
wat. Also notice that the [+sg, -count] expressimel ‘much’ andall ‘all(the)’ are omitted for expository
reasons. Notice, finally, that the complex forms aften replaced with shorter forms in contempora®
presumably under the influence of the standarduagg.



jeder, ein jeder | jeder-een, jed-een every-one, every
jeder body non-
mancher, manch| mannich-een, O, (many a?) | intersective
[+sql, einer mennig-een
[+count] mannig-(een)
keiner, keen-eenkeener | no-one, no-body
niemand nums
jemand een some-one, somet
body intersective
etwas wat some-thing
[+sdg], etwas wat, 'n beten some-thing
[-count]
nichts nix no-thing
manche, einige | welk(e), mennige,| some, several, a
'n paar, de een few
[+ pl] un anner
viel(e) veel(e) many
keine keen(e) no
alle all(e) all (the) non-
die meisten de meisten most intersective

The shaded parts of Table 1 show that High Gerrham; German, and English exhibit
cross-linguistic variation in the morpho-syntactiealization of pronominal quantifying
expressions. With the exception of the universaER{ jeder‘an every’, to be discussed in
section 2.5, and the non-colloquial PQ&anch einer'many a’, there are no complex
expressions (left) in synchronic Standard High Gemnwhereas in English the range of
complex expressions extends further than in LG,d#ermining factor being grammatical
number: All plural expressions are simplex, while sangular expressions are complex,

irrespective of whether they refer to count or mas#ies, cf. (8ab):

(8) a. Peter bought something, namely a horse.  [+count]

b. Peter bought something, namely (some) milk. - coint]

® Historically, the formsniemandand jemandderive from complex forms in Old High German (Dsaltes
Worterbuch, vol. 13, columns 824 - 833), but synditally they are simplex. The treatment of theckyonous
High German PQEs as structurally simplex is at oalitls Leu’s (2009) analysis of High Germgder ‘every’

as syntactically complex, which we will briefly disss in sections 2.3 and 2.5.



Whether a complex form ends +#one/bodyor in -thing depends on the semantic nature of
the Q-domain. If the Q-domain is restricted to hamalividuals,-one/bodyis chosen. If it
consists of non-human entities, including [-coungss entititesthing must be chosen.

In the next two sub-sections, it is shown that clex@PQEs in LG differ from their
English counterparts in that their formation is gaed by other factors than the singular-
plural distinction. Section 2.2 shows that com@dEs with -eenin LG only show up when
the Q-domain consists of singular discrete entitigssection 2.3, the constitutive subpart —

eenis analyzed as the head of a functional projedlamP, located between DP and NP.

2.2 Analysis, ' part: Semantic factors behind the formation of corplex PQEs

In this section, we discuss the semantic factorsngethe presence efeenin PQEs. To this
end, it is instructive to first look at which oné® not. Tab. 1 shows that there is no
correlation between the presence @er and the semantic nature of the quantifier as

intersective/weakr non-intersective/strongespectively. Consider the minimal pair in (9):

(9) a.keeneen > [keerq = APOO (D).AQUO (D). Pn Q =0 intersective

b. jedereen > [jeder] = APOO (D).AQUO (D). PO Q non-intersective

On standard accounts (Barwise & Cooper 1981, Keel#96), the truth of a sentence
containingkeen‘no’ depends only on the size of the intersectbitwo sets, P and Q, which

must be empty. It follows that the argument&eéncan be interchanged without a change in
meaning. The universal quantifigeder ‘every’, in contrast, specifies that the first set
argument (P) be a subset of the second set argy@g&nsuch that a change in the order of
arguments would result in different truth-condigsobespite the different semantics of the

guantifiers involved, both forms in (10ab) are ctempPQEs. Furthermore, there is no

10



correlation between the presence-eenand the animacy or inanimacy of the entities m th
Q-domain, nor does the feature [HuMAN] play a role. Inanimate entities, such as e.g.
houses, can be quantified over Qyeen just like animate entities, as long as they are

properly introduced as individuated entities irite tliscourse, cf. (10):

(10) There were many houses in the old village...
Keen-een woor mehr bewohnt.
None was any longer inhabited

‘None (of them) was any longer inhabited.’

Therels a correlation, however, between the preseneeehand another property of the Q-
domain. The central observation is that the presemc absence ofeen with a given
guantified expression as part of a PQEs correlattds the selection requirements that this

guantified expression imposes on its NP-complenmeather syntactic environments:

(11) Empirical Generalization:
i. -eenoccurs only with quantifiers selecting for such bmplements that can also
be preceded by the indefinite artielen/’'n i.e. singular count NPs.
ii. -een never occurs with quantifiers selecting for NP-pbements that cannot be

preceded by the indefinite articéen/'n i.e. plural and mass NPs.

In order for an NP to combine with the indefinitankereenit must be a singular count NP,
i.e. its denotation must consist of singular diser@.e. atomic) entities only. In contrast,
indefinite eenis blocked from combining with plural and mass N®&ich denote sets of

plural and mass individuals, respectively (Link 39&orbett 2000, Wilhelm 2008). In sum,

11



what licenses the presence eéen(and the appropriate quantifier on top of it) iseanantic
property of the Q-domain, which must consist ofaty countable entities only, and which is
normally not overtly expressed; see the discussid7) and following (19) below.

(12) and (13) illustrate (11i) for the complex PQé&der-eeneveryone’ anckeen-eenno-
one’ in (12a). (12bc) show that the overt complennié¢Rs of the bare quantifiejsder and
keen which provide the quantificational force of th&@Ps in (12a), do occur with the

indefinite articleeen

(12) a. jeder/keen-een — jeder/keen-een derfeeen-een
b. jeder/keen Minsch — jede/keen Kat — (pdeen Swien
every/no man every/no cat every/ no pig
C. een Minsch — een(e) Kat - e8&wien
a man a cat a pig

(13a) shows that the complex negative indefinitecER®@en-eens indeed ungrammatical
when the context requires it to range over the tiom of a mass NP, which cannot be

preceded by indefiniteen cf. (13b).

(13) a. Inne een’'n Buddel wdor noch Water, einannere  wodkeen( *- een)mehr.

in.the onesBLbottle was still water in.theother was no datt

‘There was still water in one bottle, but in thteer there was none left.’

12



b. Ik heff (*een) Water dronkeh.
| have (*a) water  drunk

‘I have drunk water.’

(14) illustrates (11ii) for the simplex expressime®kc ‘much’ andveel(ep. ‘many’, which
never combine with een (14ab) show that these quantifiers combine witsgnand plural

NPs, which cannot combine with the indefinite agtibut occur as bare NPs on the surface:

(14) a. veel (*een) Honnich, veele (*een) Eerdber
much a honey many a strawberries
b. Ik heff (*een)  Honnich / (*een) Eerdberen  ffko
| have a honey a strawberries bought

‘I have bought (*a) honey/ strawberries.’

In light of the generalization in (11), | conclutieat (complex) PQEs witkeen including
bareeen impose the same semantic restriction on theio@ain as the indefinite articken
They must range over the domain of singular dis¢rie¢. countable atomic entities, which
can be characterized as [-divisible, -cumulative[+acount] (Krifka 1989): Atomic entities
cannot be divided, nor can they combine to formtiestof the same kind. From a formal
perspective, such entities do not form a Booleamgemilattice (Link 1983, Wilhelm 2008).
In contrast to complex PQEs, simplex PQEs (excapéér) can or must range over the
domain of plural or mass entities, which are [+sibie, +cumulative] (Krifka 1989), and

which ARE organized in a Boolean join semi-lattice (Link B®8Although plural and mass

® Of course, (13b) witkenis grammatical on a count interpretation of wasegording to which the speaker has
drunk a contextually specified unit (a glass, albatc.) of water. The relevant semantic mechasigvolved
here are Bach’s (1986: 10niversal Packageror Bunt’s (1985: 11Mniversal Sorter

" Following Bhatt (1990), we analyze German baregland mass NPs as headed by a covert determiner D

13



entities have this formal property in common, thangmar of LG distinguishes between the
two kinds of entities, as the task of quantifyingeoplural and mass entities is systematically
distributed between the second and third sub-addsBQEs from section 2.1: The plural
forms in (6) range over pluralities of differengdt (i.e. countable) entities, whereas the
simplex singular formsvat ‘something’ andhix ‘nothing’ in (7a) range over cumulations of
non-differentiated minimal entities on their detause (see also section 3%4).

Summing up, the possibility of forming a compleQP with—eendepends on a semantic
property of the quantifier's Q-domain: Complex PQHEth —eenare only attested with the
qguantifiers jeder, mannich and keen which, semantically, do not operate over lattice
structures, but over sets of singular discretetiestinstead. This accounts for the inventory
of complex PQEs in LG in table In contrast, all other quantifiers in LG have a aation
that must combine with a (plural or mass) lattiteucture, for which reason they are
impossible in the presence of interveningen We turn to the syntactic (and semantic)

analysis of the non-lattice markezennext.

2.3 Analysis, 2 Part: The Syntactic Structure of Complex Pronomind Quantifiers
The semantic literature offers the two competingams in (15) for the structural analysis of
complex PQEs, such as Li&der-een'someone’ keen-eenno-one’, andnannich-eerfimany

a

(15) a. ppjeder/ keen / mannichyd een]]

b. [grjeder/ keen / mannichpg een [ U ]]

8 A parallel tripartition into $G, +COUNT], [PL, +COUNT], and G, - COUNT] is found in the pronominal gender
systems of several English dialects, North Friszang some varieties of Dutch, where the featurgecdrof the
3 person pronominal forms is roughly as in (i) (Sigw 2008):

0] MASC/FEM, SG(= he/she)[sG, +COUNT], PL (= they):[PL, +COUNT], NEUT, SG (= it): [SG, - COUNT]

See also Doetjes (1997) on the impact of the tfieature combinations on the distribution of quaytif
expressions in French, Dutch and English.
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The structure in (15a), where the quantifier in édests for an NP-proform, represents the
standard analysis of quantifying DPs in the Geiwmgdl Quantifier framework of Barwise &
Cooper (1981). The alternative structure in (15b)which the quantifier heads a higher
functional projection QP and selects for a DP hdallg een has been proposed by
Matthewson (2001) as the general structure for tfiGation in natural language. This
structure is adopted in Kallulli & Rothmayr's (2Q0&tegrated syntactic and semantic
analysis of indefinite determiner doubling constiat in some Bavarian dialects of Austria
and of the complex distributive quantifiem jeder‘an every’ in High German (see section
2.5)? In this section, | will show that neither stru@uallows for an adequate analysis of
complex PQEs in LG. Instead, | will propose a miedifvariant of (15b), according to which
—eenis the syntactic head of NumP, a functional pridgeclocated between DP and NPIn
section 2.5, we will see that a third alternatiwbjch has been proposed by Leu (2009) in his
purely syntactic account of the distributive qua@tijedi/jeder in Swiss and SHG cannot

account for the LG facts either.

® In order to account for indefinite doubling ag(iay), Kallulli & Rothmayr (2008: 216) propose thecursive D-
structure in (ib), with the two indefinite deterrans in their respective D-heads sandwiching a dficattonal
element in Q:
() a. a so a groRa Bua

a so/such a big boy

‘(a) such a big boy.’

b. bra [ops0 bpa [rgrofa Buall]]

While not altogether implausible from a purely saiic perspective, Kallulli & Rothmayr's semantifoy
structures such as (ib) appears to be problematicnat applicable to the analysis of complex PQE&dw
German. First, their semantic representation ferstinucturally paralled so a Pfeadsuch a horse’ in (ii) (K&R
2008: 120, ex. (64)) is not well-formed, as a tye-statementf{ = g(i)) is incorrectly combined with a type
<e>-individual {/(horse) by means of logical conjunctidsa:
(i) AP. [f, = 9(i) & f,(horse)]n P(x)# O
Moreover, the additional variablg in P(x) in (ii) is not bound, which is at odds with the rparted
guantificational meaning afo and leads to problems with the proposed analysiBeohigher indefinitea as a
cardinal existential quantifier (K&R 2008: 121, €&8), which is not found back in the semantic espntation
of the complex DP; see. E.g. K&R’s ex. (70b). Mgenerally, Kallulli & Rothmayr (2008) analyze thaner
instance ofa as denoting a choice function varialblevhich is normally associated with specific/refiegr or
(exceptional) wide scope indefinites (Reinhart 9%t which is not applicable to non-referring/pesific
complex PQEs of the Low German type.
10 See e.g. Ritter (1991), Heycock & Zamparelli (2Q@orer (2005), and others, on the existence ahRu
inside the DP. An interesting precursor of the itiest the count or mass status of nouns is detednivithin
the larger syntactic (i.e. DP-) context is foundhitan (1980).
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Preliminary evidence for (15a) would seem to cdnoen the existence of bareenin
argument position, as in (7b). One could argue He&nis a semantically bleached NP-
proform, specified only for the featureH#MAN]. Such an analysis meets with a number of
problems, though. First, complex PQEs witercan quantify over domains of inanimate
entities. This was shown in (10) and should be isspie if -een contained the feature
[+HUMAN]. Secondly, LG does not require an overtly filldé in the presence of an overt

determiner or other functional material, cf. (16):

(16) br Dat [wpKleed] von Marie] is blau, unpgdat [\e(J] von Mareike] is root.
the dress of Mary isblue and the of ardlke s red

‘The dress of Mary is blue and the one of Magagred.’

But if the NP is covert in (16), it can be equatlgvert in the case of complex PQEs
containing een A third argument against (15a) is that it woudnlce us to treateen as
structurally ambiguous. In (15a8enheads its own NP, but on its indefinite or cartlirse in
(12b), it clearly combines with an overt NP. It Mille more parsimonious to treaén as
always combining with an NP, be it overt or covert.

The structure in (15b) achieves just that. Thererily one instance @fen an indefinite
article in D that takes an NP-complement. On tltknary indefinite use ofen this NP will

be overt. Whereenoccurs inside a complex PQE, it will be coverta#tpgrom avoiding the

Y The data in (16) and in (ib) below show that &éndiffers from Englistonein important ways. Unlikene
which obligatorily occurs as an NP- preform withuntable DPs, cf. (iajgencannot occur in this function. In
contrast to (ia), the presence of focusedin (ib) expresses the fact that Mareike has muaea bne dress:
0] a. The dress of Mary is blue atite oneof Mareike is red.
b. DatKleed von Marieis blau  un dateen von Mareike is root.

thedress of Maryisblue and the one of ardike is red

‘The dress of Mary is blue amthe of Mary’s dressess red.’
The more limited distribution of L@enshows that it is not identical to Englishe which can be used both as
a numeral headbfe booksomeong and as a proform for count NPs in the presefowert DP-initial material
(the ong (Barbiers 2005), whereas the latter use is inptesfor LG een See section 3.5 for additional
discussion.
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ambiguity problem, the analysis in (15b) is mordime with the existence of empty NPs, as
illustrated in (16).

The analysis in (15b) is not without problems eithieough. First, it is a crucial ingredient
of Matthewson’s quantificational scheme that thiected DP be definite and not indefinite:
The definite DP denotes a contextually specifieckimal plural or mass individual whose
individual subparts are then quantified over by guantifier in Q. In the case of complex
PQEs in LG, however, the presence eerdoes not allow for the construal of a maximal
individual that would provide the Q-domain for theantifier. Rather, its presence indicates
that the Q-domain consists of singular discret@ieatonly. This semantic effect shows most
clearly in the emphatic (17), with an overt NP-céempent, where the domain of
quantification is explicitly restricted to singuldiscrete individual$® The optional presence
of an overt NP in (17) constitutes an additionagjuanent against treatingeenas an NP-

proform on par with the English NP-profolmnediscussed in fn.12

(17) Keen-een Minsch-en is kommen.
not-one  persopBL IS come

‘Not a single person came.’

12 Notice that the complement NRinsch-eroccurs in its oblique form even though it formstpm the subject
DP and should thus occur in them form minsch cf. (12b). The substitution ofiom forms with the
correspondingoBL forms is quite frequent in present-day LG (see 8iglimacher 1990: 161, Rohdenburg
1993: 2171f.), where substitution is subject toidek (word class), phonological (case-marked DR.@ded by
word ending in R) and pragmatic factors (emphasis). Notice tha) (§ emphatic and stresses the fact that
nobody came at all. The procesbfique spreadn LG is thus reminiscent of the procesgpodnoun exchange
in West Somerset English, whem@s() object pronouns replacei@dm) subject pronouns in emphatic contexts
(Siemund 2008: 24).
13 An example wittmannig-eerfollowed by an overt NP-complement is given infim Gerken (1990: 35):
0] Un  Hermann Quast de kunn smnnigen-en Minschen gode Raatslaag geben, [...]

and Hermann Quast the could prt manysa. persomoBL good adviceL give

‘And Hermann Quast, he could give good advicenémy people.’
There are also examples of the shortened distvibfibrmjed-eenwith overt NPs, as in (ii), possibly pointing to
an ongoing process of lexicalization frgeal + eento jedeen; see e.g. Pafel (1995) and Roehrs (2010)
(i)  snacks for jed-een Dag

stories for  every day

http://www.weltbild.de/3/15944048-1/buch/schnablsr-jedeen-dag.html; 23-05-2011
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Second, the DPs in (18ab) show that the indefmiteardinal elemergdencan be embedded
under a definite determiner in LG, same as in SiH&raany other languages. In such cases,

the cardinal/indefinite element is commonly takerbé in a position lower than D (Munn &

Schmitt 2005):

(18) a. de een-e Hond b. dat een-e Kalf
the oneaGrRdog the onexGRrcalf
‘the one dog.’ ‘the one calf’

In order to overcome these problems with (15b)pllofv proposals by Ritter (1991),
Heycock & Zamparelli (2005), Borer (2005), MartO@), and Harbour (2008), and adopt
the modified syntactic structure in (19), wheenis the head of a functionabm-projection

situated between NP and DP.

(19) [ppjeder/ keenyumpeen fp O ]]]

The revised analysis of complex PQEs in Low Gerneaains Matthewson'’s original insight
that quantificational structures involve two fumctal layers, but it does not generate the
indefinite non-lattice markezenas a determiner head in D. Instee€hnis the syntactic head
of an additional functional projection NumP, whishsituated between DP and NP. In the
unmarked case, the NP is covert and its content imeisecovered from the context. This
preference for the NP-complement to be covert doégollow directly from the system, but
may be an effect of lexicalization. In pragmatigatharked cases, however, as in the
emphatic (17), the NP-complement is realized oyenroviding direct evidence for the

syntactic structure in (19).
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2.4 The feature content ofeen [-LATT |

| have argued thateen in complex PQEs has the semantic effect of indigathat the
guantifier's Q-domain does not form a lattice stowe, but contains only singular discrete
entities. This intuition can be formally capturediwo ways. The first possibility is to treat —
eenas a cardinal modifier. According to Hoeksema (39&88d Wilhelm (2008), among
others, this modifier would restrict the contexlygliven NP-denotatiof® in such a way that
the output contains only singular discrete, i.@nat individuals, as in (20), which is the

formalization found in Hoeksema (1983):

(20) [-eer]= AP > AX<e> ATOM(X) (I P(X)

The semantic modifier in (20) would filter out aplural or mass individuals from the NP-
denotation. This works quite well for cardinal exgsions in indefinite NPs, such asn
Minsch ‘one man’ oreen(e) Fru‘one woman’, which are existentially closed. Inhsuinto
problems, though, wheeenfinds itself in the scope of other quantifiersyagh the complex
PQEs jeder-eenand keen-een Consider, for instance, the case lkafen-een Given the
meaning ofeenin (20), sentences of the forkeen-een VBhould come out as true if and
only if there is no individual x, such that x is @aom and x has the property specified by VP.
Now, what if the denotation of the covert NP coméa only plural or mass individuals?
Then, the intersection ofdgen] and [NR;] would be empty. As a result, a clause of thanfo
keen-een VBhould be incorrectly judged as felicitous anct treven when it is used to talk
about plural or mass entities, such as beas onhoagpectively. The same reasoning applies
mutatis mutandiso universaleder-een We have seen, though, thaten-eerandjeder-een

cannot range over plural and mass entities.
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In light of this, | adopt a proposal by Heycock &rdparelli (2005: 232), according to
which indefinite/cardinal elements, such as &€ have no truth-conditional effect. Instead,
they are endowed with a formal featureafrr]. This [1ATT]-feature is comparable to
Borer's (2005) feature [div] in #P and Harbour'®@8) feature [+/- singular], and must be
matched with a corresponding feature on the codd#tcomplement under the formal
operation of AGREE (Chomsky 2001). The requirement of feature agreénteggers a
presupposition to the effect that the NP-denotatimmst have no lattice structufeThis
presupposition will only be satisfied by singulauat NPs, the denotations of which — in
Low German, same as in SHG and English — consxstisigvely of differentiated singular
individuals (Corbett 2000: 19). It follows that cplex PQEs in Low German cannot be used
to quantify over the domains of plural or masswittiials, whichpo form a lattice structure;
see Link (1983).

By way of conclusion | illustrate the syntactic igtation and interpretation of the
universal Low German PQieder-een‘everyone’ and of the ungrammaticavetel(e)-een
‘much a’ in (21ab). Crucially, it is impossible farcovert NP to satisfy both the formal [-
LATT] requirement of the Num-headeenand the semantic [ATT] requirement of the
qguantifierveel(e)'much/many’ in (21b). By contrast, the matchingafrr]—features of-een
and the covert NP are compatible with an atomiatyuirement in the lexical meaning of the

distributive quantifiejeder‘every’ in (21a); see also fn. 16.

21) a. QP b. QP
/\ /\

D NumIf?LATT] D NumP

1 Instead of postulating a formal syntactic feafuraTT], it is also possible to adopt a more semantic@agh,
by writing the presupposition directly into theilead entry of-een as in (i):
(i) [een]= AP P; defined iff P consists of atomic individualdy
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jeder T veelle)

eefiarn  Unepeatn eefLarry  Unppiatr
[jeder ] = [veel J=
Meetss OxOdom(f): atom(x). Meers: Ox,yOdom(f) Ox # y: x<y O
AQ. AQ<er> Uz [f(2)]: 9(2) Y<X. AQ<et>- the amount (number) of

substance (entities) satisfying both f
and Q is larger than a contextually

given standard (Partee 1989).

Adopting Zamparelli's (2000) ban against semardggundancy, another possibility would be
to get rid of the additional presupposition in theaning ofieder, such that the non-lattice
requirement is exclusively provided by the mearohgeen This is in keeping with a claim
in Leu (2009: 174) that “there is alwaysean present with determinged-, albeit not always
overt”. Interestingly, overt co-occurrences of (eagly) distributivejed- andein as a non-

lattice marker are also attested in Standard Highnr@n.

2.5 Jeder-eerandein jeder

As already mentioned in section 2.1, the distrimi?QEeder-eerfevery a’ in Low German
does have a complex High German counterpart wittersed word orderein jeder ‘an
every’, which can be optionally used in place oé gimplex distributivgeder, see e.g.
Kallulli & Rothmary (2008), Leu (2009), Roehrs (&ppear) for recent discussions e
jeder, and Pafel (1995) for an earlier treatment. Anngpde from (Roehrs, to appear) is

provided in (22):

(22) (Ein) jedesKind sagte  ein Gedicht auf.

21



an everychild recited a poem PRT

‘Each and every child recited a poem.’

Roehrs (to appear) and Kallulli & Rothmayr (200294130) show convincingly that the
overt presence c#in strengthens the distributive meaning of the distive quantifier, and
they argue thaein modifies the meaning of thederDP semantically. In view of the
foregoing discussion of Low Germaen a natural way of accounting for this strengthgni
effect would seem to consist in attributing it ihe tovert presence efn, which appears to be
specified as a [ATT]-marker in High German as well.

In what follows, | briefly consider the differeayntactic analyses proposed &n jeder
DPs in Standard High German regarding their appilita to Low Germaneder-eenpaying
particular attention to the question of semantienoretability. To begin with, Kallulli &
Rothmayr (2008: 130) propose the recursive DP-gtracin (23) forein jeder but, again,
their proposal fails on semantic grounds: Theyyaeathe derin jederas a run-off-the-mill
definite determiner, which triggers a uniquenesssppposition on the denotation of its
singular NP-complementin jederDPs are thus falsely predicted to be only felicston

situations in which there is precisely one indiibisatisfying the NP-restriction.

(23) [orein [grje [op der NRd]]]

Semantic problems aside, it is not immediately obsihow to derive the word order in LG
jeder-eenfrom the structure in (23), at least when an odPtcomplement is present; see

(17) and fn.13 above.

!> The second possibility of treating the purportedirite determiner in (23a) as (trivially) pickingut the
unique kind denoted by the NP fails as well, fais ttvould falsely blockein jederDPs from occurring in
episodic sentences, which do not predicate ovekititeas a whole; see Matthewson (2001) for disouss
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Based on the agreement properties of distributiwentfied expressions built aroupett,
Leu (2009) argues convincingly that thelerpart of jeder should not be analyzed as a
definite determiner, but rather as a combinationtwbd functional elements, an AP-
complemetized and an adjectival inflectional headr-which are both part of a complex AP
built around the quantificational adjectiye as illustrated in (24a), in which the AP is c-
commanded by another functional projection headeeirb Importantly for our discussion of
LG jeder-een and based on cross-linguistic considerations (sdew), Leu (2009: 174f.)
postulates the structure in (24a) as the underlgtngcture for any kind gederDP, with or
without overtein. According to him, and as illustrated in (24j&)in jederDPs without overt

ein“moves to the left o&in, with the effect thagin can no longer be pronounced”.

(24) a. [ein fap jer-dcomeeracra t ]2 [pp Do Leopard 1]

b. je EIN[f der NP]]

Clearly, the word order in (24b) does not match tieserved with Low Germaeder-een
Rather, it seems that the only feasible optiondienving the Low German word order from
the underlying structure in (24a) would involve rmay the entire XAP containingeder
acrosseen an option also compatible with the analysigiofjederin Roehrs (to appear).
Based on semantic and morpho-syntactic critedeh ®1s the agreement properties of DPs
containingein jeder Roehrs (to appear) proposes three different tstres forein jederDPs
in synchronous German. Next to the two syntactialymes in (25ab), on whicjeder is
analyzed as a quantified phrase and a D-head,atesglg, wherea®in is treated as a D-head
or a modifying phrase in the specifier of an inteesphrase IntP, respectively, there is also
the emerging lexicalized variant in (25c), in whih andjeder combine to form a complex

D-head headed Qgder.
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(25) a. bpeib  [cararjeder NP]]
b. [mpein Int  ppjedep NP]]

C. [or [o [prefix €in] jeder] NP ]

Abstracting away from the theoretically undesirabtate of a three-way ambiguity, the
structures in (25a) would allow for the derivatiointhe Low German word order by moving
phrasalederacross the next higher D-heeith, possibly to Spec, DP. This does not solve the
more general semantic problem, though, of how terpmetein on top of the distributive
quantifier expressiofeder, a fate which Roehr’s analysis shares with the twmpeting
syntactic accounts. In a nutshell, the problenha both the variable introduced and bound
by jeder, and in particular the quantifier's nominal resion P, are no longer accessible at
the point at whichein enters the semantic derivation. By contrast, @kime structure
proposed for Low German PQEs in (19) from secti@a® the underlying structure for SHG
ein jederas well, the semantics follow directly. By comhbigiwith its NP-sister, the JATT]

ein checks that the NP-denotation will consist of atomdividuals only. The resulting set of
atoms then provides an adequate range for thebdise quantifierjeder, as illustrated for
Low Germaneder-eenn (21a) above.

Based on semantic considerations, we hence conthadiehe surface structure of SHG
ein jeder is derived by overt movement d@in across the quantificational determiner
expressionjeder. This conclusion is amply supported by cross-listici evidence from
Romance, to be discussed in the next sub-sect®ome#l as by diachronic evidence from
Middle English, which still exhibits the underlyingow German word ordedistributive

guantifier> [- LATT]-marker; see Leu (2009: 189) for the original source of gxample.
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(26) He dronk ofche a diche.
He drank of each a dish

‘He drank from each dish.’

2.6 Cross-linguistic variation in PQEs
The existence of complex PQEs sets Low German &ment contemporary Standard High
German and most other (e.g. Central and Upper) &@erdialects, as well as from Low
German’s close neighbor Dutch, which — with theeption ofein jederand its counterparts
in the individual languages/dialects — feature amplex PQEs in their grammatical systems
(section 2.1)°

At the same time, complex PQEs in LG differ froneithEnglish counterparts in the role
that the feature specification [tATT] plays in their formation. In LG, complex PQEs are
specified for the features¢] and [1ATT] and therefore range over singular discrete estiti
but they are insensitive to the featural distinttie/-HUMAN], cf. (10). By contrast, complex
PQEs in English are specified for the featuisg pnd [+/HUMAN], but not for [+ATT]. It
follows that these expressions can range over afamsr]| or mass entities [lATT] alike, as
long as their grammatical numbersis. To be concrete, the restricting expressione/—body
is specified asqG, tHUMAN]. From this, it follows that it is also specified [+ATT] and can
never range over plural or mass entities, cf. (2R&@y can it range over the domain of [-

HUMAN] entities, as shown in (27b):

18 Dutch features the fornedk-een‘each one’ andeder-een‘everyone’, and the Luxemburg variant of Central
Franconian has the alternative forjidder-an gidder-an andjiddwider-an ‘everyone’. More generally, the
complex PQE with the widest cross-linguistic distition appears to be the one headed by the interent
distributive quantifier corresponding &achl every In line with the discussion surrounding the datien in
(21a), | contend that the cross-linguistic prefeeefor the morpho-syntactic affinity of distributivquantifier
and the non-lattice markeenfollows from the semantic nature of strong disttitity, which — by definition —
affects the individual atomic elements of a set.

7t follows that the enepart in Englislsomeonaliffers from the NP-proforrone as in (i), which is shown to
be specified for |-ATT], but not for [#HUMAN] in Barbiers (2005):

(i) Mary bought an interesting book and Paul bowghbringone
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(27) a. *I foundsomeonenamely a team / a group of / some students.

b. *I foundsomeonenamely a book.

The other restricting expressiething has the feature specificatiosd -HUMAN]. Crucially,
the lattice feature ofthing is unspecified, or unvalued, allowing it to rangeer singular
discrete entities and substances alike, cf. (8abye The fact that the lattice feature of an
expression can be unvalued will play an importate in the analysis of the LG expression
wat put forward in section 3.4.

A related, but even more articulated system of glesn PQEs is found in Romance
languages, which allow for the construction of siliag complex PQEs as well. Examples are

given in (28a-c) for Spanish, Italian, and Frerrelspectively (see also Leu 2009).

(28) a. cadaino/a, ninguno/a, alguno/a
b. ciasadno/a, nessdno/a, qualcuno/a
c. chaain(e), aucun(e), quelgquedn(e)

everyone no-one someone

The singular cardinal/indefinite expressiamso/a and un(e) in these constructions can be
plausibly analyzed in parallel with LGeen i.e. as carrying a formal featurelA7T].
Crucially, Romance PQEs also exhibit the word of@der a/one providing additional cross-
linguistic evidence for adopting the Low German evorder as the underlying word order for
Standard High Germaain jederin section 2.5. In contrast to Low German, thoutjte
Romance languages also have corresponding plupaéssions that restrict the quantifiers to
range over pluralities. According to Marti (2008) instance, the Spanish plural form

unos/unas which occurs in the (complex) indefinite expressialg-unos (NP)and unos
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NP !® restricts the NP-denotation to contain only pluralividuals by filtering out all the
atomic individuals from the NP-denotation. In thegent system, one can easily implement
this by assigningino-s(or una-9 the feature [tATT], making it the semantic complement of

Low German een®®

2.7 Summary
Complex PQEs in Low German provide overt evidenoe & complex DP-structure
containing a functional projection NumP between ke and DP-layer, as illustrated again

in (29):

(29) [bp Q [numpeen fp O 1]

Since -eenis specified as [ATT], its presence ensures that the Q-domain of tlatifier
contains only singular discrete entities. It folkthat complex PQEs can never quantify over
plural or mass entities. A similar system of compRQEs is found in the Romance
languages, while such complex forms are curiouddgeat from most other Germanic
languages and German dialects. This gives Low Geramaimportant role to play in the

syntactic and semantic study of DPs in German(ic).

18 An anonymous reviewer points out that the samdshfalr the plural fornuni in Italianalc-uni‘some.pl’ and
ness-uninobody.pl’, as well as for the pluralized fonmsin Frenchauc-uns

¥ The [#ATT]-marking of unos/unas which effects the filtering out of atomic individls from the NP
denotation, is essentially due to the plural margwhich has the same semantic effect on lexicahadaee
e.g. Marti 2008, Wilhelm 2008). A remaining puzigéf and how the complex forms get the featuneaf] in
a compositional way, since ths forms uno/unawere argued to be marked for47T] above. A possibility
would be to assume a unification procedure on widehtical features with different feature valuesnbine by
taking the positively specified value. Alternatiyebne could follow Marti (2008: 28) in assumingttihe
lattice feature of thesG forms uno/unais not specified, or, one could give up on synofd@ompositionality
and simply assume that the formmsos/unashave been lexicalized with the feature specifarafit ATT].
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3. Indefinite expressions in Low German: The statsi ofeenvs.wat
This section takes a closer look at the simplex #€H#a‘one’ andwat ‘'something’ (as well

as its negative counterpauik ‘nothing’) from (7ab), repeated as (29ab):

(29) a. Gerd hettwat /' nix kofft.
Gerd has something nothing bought
‘Gerd bought something / nothing.’
b. Een hett anropen / Dor heteen anropen.
someone has called / there has someone anropen

‘Someone/One person has called.’

At first sight, the two expressions appear to belpel in structure and meaning. Both can
occur as existential pronominal quantifiers on rthewn. And both seem to act as
indeterminate pronouns with the feature speciftca{+HUMAN] for eenand [HUMAN] (or
[+THING]) for wat Hence, both forms might be plausibly analyzedNd#&sproforms. In
addition, the two expressions have the same distoib in declarative clauses, as shown in
section 3.1. Finally, the simplex P@€nin (29b) differs from occurrences eéenas part of
a complex PQE (section 2) in that its Q-domairestnicted to human individuals, a point to
which we will return in section 3.4. Again, thiseses to support a treatment of bare
indefiniteeennot as a functional [ATT] head in Num, but as a proper NP-proform.

Still, this section argues that — despite firstegypnces — the two expressi@emandwat
in (29ab) differ in their syntactic structure andeir formal feature specification and should
thereforenot be analyzed on a par. This conclusion is basedifterences in the morpho-
syntax of the two expressions, on differences eénDR-internal syntactic distribution of these

elements, and on observable interpretive differermween the two elements. As a result,
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the simplex PQEeenis analyzed as thelaTT] head of NumP, on par with the occurrences
of eeninside complex PQEs discussed in section 2, cfa)3Uhe simplex PQRvat in

contrast, is analyzed as a genuine NP-proform anthinvalued lattice feature, cf. (30b).

(30) a. bpp0  [numpe€RLaTry [NeO ]I

b. [Dp [l [NumP O [NP Wat[LAT'I'] ]]]

Section 3.1 introduces the external syntacticithstion ofeenandwat Section 3.2 discusses
differences in the agreement behavior and the D#tAal distribution of both expressions
that motivate the asymmetric analysis in (25ab)ctiSe 3.3 puts forward additional
evidence, which comes in form of the different ploftes of eenandwat for anaphoric
reference to indefinite antecedents. The diffeeraphoric properties afat, as opposed to
een give us further insight into the feature speaifion of wat, to be discussed in 3.4.
Section 3.5 adds a few comments on micro-variation the feature content of
indefinite/cardinal expressions built on the numiverd one briefly comparing Low German

eento its Dutch and English counterpagenandoneg respectively.

3.1 The distribution of eenand wat in declarative clauses
Een and wat have the same syntactic distribution in declaeatifauses. When used as

simplex PQEs, both expressions occur preferabiynstressed position in the middle field:

(31) a. Dor / vondoog heteen anropen.
there  today has someone called
‘Somebody called (today).’

b. Fritz hett wat kofft.
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Fritz has s.th. bought

‘Fritz bought something.’

Occasionally, the two expressions occur senteritialiy, too, preceding the finite ver.

(32) a.Een hett anropen.
someone has called
‘Someone/One person has called.’
b. Wat hett Fritz verjoogt, dor wdo6r 'n swattetKa
something has Fritz scared there was a loaick

‘Something scared Fritz, namely a black cat.’

The parallel distribution of indefiniteenandwat in the clause would follow iéenandwat

were structurally identical NP-proforms. Howevet, dlso follows on the alternative
asymmetric analysis in (30ab). On either accoeenhandwat are the sole overt subparts of
an indefinite DP headed by a covert determiner. Pheallel distribution is therefore

expected, since it is independent of differencdb@ninternal make-up @en andwat-DPs.

3.2 Differences betweeeenand wat
Looking closer at the morpho-syntax, prosody, dvel DP-internal distribution oéenand
wat, a number of important differences emerge, thoughmportantly, just like the

instantiations okenas an indefinite determiner in (2) aboeenalso inflects for gender and

2 |n this respect, LG differs from SHG, which doest mllow for barewh-indefinites in sentence-initial
position. Instead, the complex fortwasis required.
0] Etwas / *was hatFritz erschreckt.

something what hasFritz scared

‘Something scared Fritz.’
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case when occurring on its own, as shown in (38d)(84a), whereas baveat does not, cf.

(33b):
(33) a. Dor hett een-e anropen.
There has oneem called
‘Some female called.’
b.*Wat-e hett Fritz verjoogt, dor wo0r 'n swatte Kat.

SomethingFEM has  Fritz scared there was a blaekt catFeEmM

Recalling from section 1.1 that overt gender irtftat in Low German is only found on
functional expressions, but never on the NP, tlieeagent facts point to a different structural

status ofeenvswat

Secondgencan be focused and function as the associate dbtus particlanan‘only’,

whereasvat cannot:

(34) a. Fritz hett man ENE-N inloodt.
Fritz has only onesL invited

‘Fritz invited justoNE person.’ NOT: #'Fritz invited justSOMEBODY.’

b.#Fritz hett man wAT kofft.
Fritz has only something bought

#'Fritz bought JUSBOMETHING.’

The infelicity of (34b) and its English paraphradews that bargevat behaves on par with

English something which cannot be focused due to its nature asndetérminate pronoun
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(see e.g. Beaver & Clark 2008). This suggestswiaattoo, is an indeterminate NP-proform,
with no additional modifying use on which it woulestrict an overt or covert NP.
Conversely, the well-formedness of (34a) shows tieate een is not interpreted as an
indeterminate pronoun, as also evidenced by thadicitly of the second paraphrase. But then

the same should hold for the variant of (34a) &) (8ithout the focus particlean

(35) Fritz hett ENE-N inloodt.
Fritz has onesL invited

‘Fritz invited one person.’

Third, (36a) shows even more clearly tiagtt andnix cannot occur in an adnominal position,
unlike een which can on a cardinal or plain indefinite usk,(36b)** Again, the different
distribution follows directly ifwat is an NP-proform, whereasenis a functional head in

Num.

(36) a.*Gerd hett wat / nix Melkkofft.
Gerd has something nothing milk bought
INTENDED: ‘Gerd bought some amount of / no amount of milk.’
b. Gerd hett een Melk/ een Brood kofft.
Gerd has one milk one/abread bought

‘Gerd bought one (pack/bottle of) milk/ one litea

2 |indow et al. (1998: 182) observe that in certaamieties of LGwat can precede overt NPs, in which case it
is interpreted as ‘some, a littleiat Holt ‘some/ a little wood.’ It is possible that the NH®It ‘wood’ derives
historically from a postnominal genitive modifiesis evidenced by the fact thafat can be followed by
(nominalized) adjectives carrying the old genitbase markers as shown in (i) (Lindow et al. 1998: 182):
0] wat Warm-s

something warnGeEN

‘something warm’
In addition, the acceptance of prenomingt may increase under the influence of the SHG espagtwas
‘some’, which freely combines with mass nouns.
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Finally, wat can be modified byn beten‘a little’, cf. (37a), a property that it sharesthv

mass nouns, cf. (37b), but not witn cf. (37¢).*

(37) a. Ik heff ‘n beten wat eten.
I have a little s.th. eaten
b. Ik heff ‘nbeten Brood eten
I have a little bread eaten
‘I have eaten a little something/ bread.’
c.*Ik heff ‘n beten een anropen

| have a little one called

Taken together, the data in (33) to (37) strongiggests thatvat is an indeterminate NP-
proform with the syntactic status of a (singulas® noun. Like mass nouns, we analyze

wat-DPs as headed by a covert determiner:

(38) [bp U [nump Ll [np wat / Brood]]]

Conversely, indefiniteeenshould not be analyzed as an NP-proform. Rather different

behavior ofeensuggests that it is always a functional head imRuas illustrated in (30a),

even when it occurs on its own.

22 The editors of JCGL point out, correctly, that tiéference between (37a) and (37c) does not doibeti
conclusive evidence for a different structural wadfwat vs een as the ungrammaticality of (37¢) may simply
be due to an incompatibility a&fen[-LATT] and n’paar, which appears to require aLprT]-complement. Still,
the observed parallelism betwegat and mass nouns in (37ab) is fully compatible it data in (33) to (36),
which suggest thatvatis indeed an indeterminate NP-proform.
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In section 4, | present yet more evidence in fayothe asymmetric analysis eEnand
wat There, it will be shown thawat, but noteen can also occur as operators, namely as
relative pronounandinterrogative pronounlit will be argued that these different pronominal
occurrences follow from an under-specificationhe feature content afat Before we turn
to the (semantic) feature contentwsét, though, let us briefly look at the possible ways
anaphoric reference to indefinite antecedents in I@e discussion will pave the way

towards the formal analysis ofatin section 3.4.

3.3 Anaphoric referenceto indefinite antecedents

Standard High German resembles English in dispiagintwo-way split when it comes to
anaphoric reference to indefinite antecedents. i+ ‘one’ is used to refer back to a
singular count noun, the stewelch- ‘some’ must be used to refer back to singular mass

nouns or plural nouns (Glaser 1993). The systattugdrated in (39):

(39) a. Hast Du ‘ne Schaufel da? Im Schuppsh ieine /*welche sgG, count

Have you a shovel there in.the shed IS oseme
‘Do you have a shovel? There is one in the shed.

b. Mdchtest Du Zucker? Im  Schrank st ntgher/ welchersg. SG, mass
want you sugar in.thecupboard is still onesome
‘Would you like some sugar? There is still saméhe cupboard.’

c. Magst du Erdbeeren? Im Garten dgeide/ welche,. PL
like you strawberries in.thegarden are one some

‘Do you like strawberries? There are some inghelen.’

34



The two-way split in German can be accounted f@inf is specified as [ATT] andwelch-
as [#ATT]. Which of the two anaphoric options faelch-is realized is indicated by number
marking on the stem. Nvelch- refers back to a mass noun, it must inflect fargslar
number: [+ATT, sq@. If it refers back to an indefinite plural nouhgccurs in the plural form:
[+LATT, PL].

The anaphoric system of Low German is quite differa that the feature [ATT] is not
realized on a unique morphological stem. Unlikéligh German, there is no single form that
would allow for anaphoric reference to indefiniteasa nouns and indefinite plural
expressions alike. Instead, the anaphoric systehow German exhibits a three-way split,
illustrated in (40a-c). Anaphoric reference to silag count NPs is indicated leen(e)one’,
cf. (40a). Anaphoric reference to mass nouns iscatdd bywat ‘some’, cf. (40b). And

anaphoric reference to plural expressions is indechywelk(e)'some’, cf. (40c):

(40) a. Hes(t) Du ‘n Schiffel dor? Dor inneh8in staat een sSG, count: een

Have you ashovel there there in.the shed ndsta one
‘Do you have a shovel? Thereasein the shed.’

b. Ik mich noch mehr Beer. Dor inne Buddelnxchwat. sG, mass: wat
I want still more beer there in.thebottle 8l ssome
‘I would like more beer. There is stdbmein the bottle.’

c. Magst du Eerdberen? In'n Goorn simelk(e). PL: welk(e)
like you strawberries in.thegarden are some

‘Do you like strawberries? There agemein the garden.’

The system of anaphoric reference to indefinita@sgions in LG thus shows the same three-

way split between reference to singular discretgties, mass and plural entities as the
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system of PQEs. Furthermore, the anaphoric expressised are identical to the expressions
occurring in the PQE-paradigm: Reference to antusddenoting singular discrete entities
is indicated byeen Reference to antecedents denoting mass enstieslicated byvat And
reference to antecedents denoting plural entisiesdicated byvelk(e) which also occurs as
a simplex PQE, cf. (6}

This empirical generalization would suggest theliprinary feature specification in (41)

for the three functional elemergen wat, andwelk(e) respectively:

(41) Feature specification een, wat, and welk(€yo BE REVISED):

a. een [SG, -LATT] singular count NPs
b. wat [SG, +LATT]  singular mass NPs
c. welk(e): [PL, +LATT] plural NPs

On this account, LG would have two anaphoric expogs with a feature specification
[+LATT], namelywat and welk(e) and which of the two forms is chosen in a paldicu
context would be subject to number agreement. $anguass NPs trigger the presence of
wat Plural NPs trigger the choice wklke The system in (41) seems to be complete in the

sense that it expresses each of the three po$séilee combinations &fa/PL and [+/+ATT]

% The system of anaphoric reference to indefinites N& subject to heavy variation across the dialetts
German. Glaser (1993) discusses the systems ohariapeference to indefinites in two groups of Epp
German dialects, which differ from LG and SHG irffetient ways. The dialects &outh East Palatiamnd
Badishdisplay a two-way split between count and non-tdliRs like SHG. But while reference && count
NPs is expressed by the overt elemar(s) ‘one’, reference to mass and plural antecedemsiias a zero
element] (Glaser: 104f.). Herell seems to function as the covert counterpart of St#t&h; and can be
assumed to carry the feature specificatiopafr]. In the other group of dialects, consistingSfabianand
Bavarian there is no split all. The same expression, narted dialectal variant of SH@in ‘one’, which is
formally identical to the indefinite article, showsp with all kinds of indefinite antecedents, beylsc count
nouns, mass nouns or plural nouns (Glaser 1993: 20promising way of accounting for the across-tivard
occurrence of the Suabian/ Bavarian variantginf'one’ would be to assume that their lattice featis not
specified, or valued. Such an analysis received&iaddl support from fact that these expression ascur as
overt indefinite articles with mass nouns (but wih plural nouns) (Glaser 1993: 108). | leave thigtter open
for further research.

36



by means of one natural language expression, vhédefourth combinationp, -LATT] is
excluded on principled grounds. Moreover, the femgystem in (41) would directly extend
to the system of PQEs in Low German, which werevshito be sensitive to exactly the same
semantic and grammatical distinctions in section 2.

However, even though the system in (41) is con@giyt attractive, it turns out to be
empirically inadequate in that it does not accofant all the semantic properties of the
simplex PQEwat. In the next subsection, we will encounter a cooagion in the data that
forces us to adopt a revised version of (41). Assalt, the simplex PQ&at can no longer
be analyzed as having a positively valued lattezure [+ATT]. Insteadwat is argued to be

underspecified, with its lattice feature coming alwed from the lexicon.

3.4 The feature content ofvat [LATT , +THING ]

The complicating factor for the analysis of thetdiea content and meaning of L@at
‘something’ has to do with the fact that the Q-domat the PQEwvat can sometimes consist
of singular discrete entities as well. Just like tinglish sentences wigomethingin (8),
(29a) withwat, repeated as (42a) for convenience, can be falily uttered even when Gerd

bought a singular discrete entity that is denoted bingular count noun, cf. (42b)

(42) a. Gerd hett wat kofft,
Gerd has something bought

‘I have bought something.’

b. neemlich een Glas [+ count]
that is a glass
c. neemlich (*een) Mefk [- count]

%4 The presence @fenin (42c) can be licensed by an additional classifis ineen Kan Melka can of milk’.
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thatis a milk

This finding casts some serious doubt on the featpecification ofvat as [+ATT]. Instead,

| would like to propose thavat has a lattice feature, but that this lattice feaia unvalued.
That formal features can be lexically unvalued arelonly valued later in the derivation, e.qg.
under agreement, has been proposed, among otlyelPesetsky & Torrego (2001, 2004ab)
and Heycock & Zamparelli (2005).0n this account, which value thexfT]-feature ofwat
will take depends on the latter's syntactic enuinemt, more specifically on the feature
specification of the c-commanding Num-head. The itvterpretations ofvatin (42) can then
be derived as follows: On the count reading (423l is selected by a coverttktT] Num-
head and its lattice feature is assigned the negasilue ([tATT]) under agreemenrf.On the
mass reading (42cvatis selected by a [ATT] Num-head and its lattice feature is assigned
the positive value ([HATT]) under agreement. In other words, the P®& in (42a) is

structurally ambiguous and has the alternativecairas in (43ab3’

% The analysis of LGvat in terms of unvalued features resembles claimiiger (2000) and Bayer (2002) to
the effect that the feature content of High Germasis underspecified. See section 4 for more disoussi
% The asymmetric analysis wfat andeenmakes the interesting prediction that unvalued shold be able to
co-occur with the overt Num-head lexically spedfias [tATT], i.e. with een which would set the lattice
feature ofwat to [-LATT]. We would thus expect to find occurrence of tloenplex phraseen-wat meaning
‘one thing’, and ranging over singular discreteitarst. Closer inspection shows that swanwateonstructions
are indeed widely attested in substandard varietieSoutheastern Germany (Thuringia, Saxony)godgle
search delivers many examplesedfiwas‘one-something’, cf. (i). Combinations of highardinals withwat,
e.g.zweiwastwo things’, dreiwas‘three things’ etc, are also readily found.
0] Die agierenden Personen auf dem Foto urftaben einwas gemeinsam.
the  acting persons on the picture below have one.thing in.common
‘The acting persons in the picture below have dirggtin common.’
uls.btstadler.org/content/view/8/26; 01-10-07
IThe eenwatconstruction is also found in Afrikaans and Dutasjllustrated in (ii):
(i)  Soms vind je nog een wat op en oude tape. [Dutch]
Sometimes find you still one thing on an old pea
‘Sometimes one still finds something on an ofukta
http://www.youtube.com/watch?v=wfynOe3WKkc; 16-D5-
In Low German, though, the construction does netrsto exist, as withessed by the ungrammaticafifiiip
(i) * Ik wall  eenwat to drinken.
| want one something to drink
INTENDED: ‘Il want one/something to drink.’
Unfortunately, a more systematic investigationhi$ intriguing phenomenon is beyond the limitsto$ tarticle.
"t is conceivable that all mass nouns in LG conith w&n unvalued lattice feature. Combining themhwet
covert [+ATT] Num-head, as in (43a), would then give rise tmass interpretation, whereas combining them
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(43) a. pp0  [numpUpiatry  [neWatLatT,se ]l [+ count]

b. ppO [NumPD[+LATT] [ne Wal+LATT, sG] 11 [- count]

Looking closer at the semantic contentvedt in LG, we need to add one more meaning
component. As was shown for complex PQEs in (1@)fananaphoric expressions in (40a),
eenis unspecified for the feature [HBOMAN], or alternatively for the featur@£RsSoN, as it
can range over persons and things alike. Thingsliffierent in the case aokat, which can
never range over persons, as it is lexically spgtifo range over things: A sentence such as

(44) can never be used for referring to the faat the speaker has seen some person or other.

(44) Ik heff wat seihn
| have something seen

‘| saw something.’ NOT: ‘| saw somebody.’

This restriction to the domain of things leads asdd [FHING] to the feature specification

of wat Here, [HTHING] is treated as a semantic feature that adds ammpesition to the effect

with the overt [LATT] Num-headeen as ineen Brood'a/one bread’, would yield the count interpretatio
terms of individual units. A more radical solutiowhich would do away with empty heads without a PF-
spellout altogether, would consist in assuming #rat bare noun in LG comes specified as mass ftwm t
lexicon and that the ultimate semantic interpretatf the extended NP as [count, sg], [cont, pljneass] will
depend on the filling of the Num-head: (i.) thegmece ofenin Num would lead to a splitting up of the mass
NP denotation into its atomic subparts (see Wilh2088 on such an atomizing function for numeral®éme
Syliné), cf. (ia); (ii.) if Num is filled with a plwal head, overtly marked by plural morphology on tioein, the
result will be a lattice structure built from a $ajer of atomic entities, cf. (ib); (iii.) if Numsiempty/not
projected, the extended NP will retain its massrjmtetation.
0] a [ump €€RLat [NP]]:  count, SG

b. [wmp Plgiarr,eg [NP]]: count, PL

c. | O [NP]]: mass
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that the Q-domain ofvat contains non-human individuals orffyWe thus arrive at the
feature specification fowat in (45a), which replaces (41b) from above. Thiatdee

specification is different from the feature contefieen which is shown again in (45b).

(45) a.wat [SG, +THING, LATT]

b. een [SG, -LATT]

For concreteness, the full semantic representatfowat is given in (46), wherd® is a

contextually bound property.

(46) [wat] = AXODpep ex. P(X); defined iff x [ thing]

Later on in the derivation, the individual variallés existentially bound. For simplicity, we
assume that this existential closure is broughtibby a covert existential quantifier in D.
Section 4 will see the addition of yet another deatto the feature matrix efat in (45a).
Before we go on, however, let us attend to a piteptoblem with the feature specification
in (45). The alert reader may wonder why the ba&p& Benmust necessarily make reference
to the domain of humans. After aflenis not specified for the feature [HBMAN] in (45b).
So, in full parallel to the count and mass usesvailf encountered in (42) above, we might

expect sentence (47) to refer to a situation irclierd saw not someone, but something.

(47) Gerd hett een seihn

Gerd has one seen

8 This treatment of LGvat crucially differs from Jager's (2000) and Baye2902) analysis of High German
wasas lacking a semantic featurerftNG]. The absence of a person interpretation for grngly suggests,
though, that LGwvatis indeed specified asTHING].
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‘Gerd saw somebody.’ NOT: ‘Gerd saw something (e.g. a house).’

This reading for (47) is indeed possibleeénis used anaphorically, for instance, in an
answer to the questiowokeen hett een koteiker seehwho saw a squirrel?’. Crucially,
though, the thing-oriented reading is unavailableut-of-the-blue contexts, where the PQE
eenmust range over the domain of human individuads, aso (29b) and (32a) above. Why,
then, is the thing-oriented reading not availalde @7)? | would like to argue that the
restriction follows from Heim’s (1991) principle dMaximize Presuppositignvhich says that

if one has the choice between two alternative esgioas, hergvat andeen for referring to a
certain concept, here the domain of (contextuadlgtricted) things, one should use the
alternative that allows for the stronger presupjmss® In the case at hand, this will be the
variant wat, which is inherently specified as #ING] and adds a presupposition to this
effect. In other words, if one wants to make rafeeeto the domain of singular discrete
things by means of a simplex PQE in Low German, must use the form that is lexically
specified to do just that, which wat Notice, furthermore, that theATT]-feature ofwat
always ends up being valued in its syntactic cangex. under Num), as e.g. in (44), such
that een does not allow for a stronger presupposition ia Eitice-dimension eithéP. It
follows that (47) cannot be felicitously used asaant-of-the blue report of a situation in

which Gerd saw somethirig.

3.5 Micro-variation in the syntax and feature contat of ONE

29 Heim (1991) introduced the principle in order twaunt for the use of the definite expresgioeNP over the
indefinite expressiom NP in contexts where only one individual satisfies tP-denotation. Sincéhe comes
with a uniqueness presupposition, it must be uselese contexts.

% Thanks to an anonymous reviewer for bringing pitist to my attention.

31 Moreover, the proposed analysis explains Ry and notwat, must be used for anaphoric reference to
singular [/THING] count DPs, such asen schuffelshovel’ in (40a). Assume that anaphoric refereat&P-
proforms to an antecedent DP is possible only ufelure identity in the lexicon. This formal réstion on
anaphor resolution would then bloekat, with its unvalued lattice feature, from referritg the BG, -LATT,
+THING] count DPeen schiiffelThe form that must be used isg] -LATT] een irrespective ofMaximize
Presupposition
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The analysis of Low GermaenNoT as a NP-proform, but as aA7T]-specified functional
Num-head raises the question of whether this aisalgstends to instances of ‘indefinite
numeraloNE (Barbiers 2005) in other varieties of West Germatr whether functional
elements based on the numeral expressi@monein noun ellipsis constructions exhibit
cross-linguistic (micro)variation as to their syetta status. In fact, when compariagnwith

its counterparts in complex DP-constructions with@ulexical NP in Standard Dutch, in the
Dutch varieties Northern Brabantish, Frisian andr@rgen, as well as in English, the
following similarities emerge. According to BarBe(2005: 169), the indefinite numeral
expression is a Num-head with the feature spetidicdindefinite], [quantity: singular], and
[focus] in all these languages. The feature [inded] relates to the fact that indefinite
numerals differ from genuine plural numerals, sastiwo andthreg in that they danot
impose a cardinality restriction on the NP-denotatiCrucially, the features [indefinite] and
[quantitiy: singular] conspire to yield theLjkTT]-effect of Low Germareenby imposing a
count-interpretation on the NP (Barbiers 2005: 16Ypnddition, as shown in (35) abowesn
can be focused, same as its West Germanic cousitisei noun ellipsis construction of

interest to Barbiers (2005), which is exemplifiad48):

(48) Do bist inraren {en) [Frisian; Barbiers 2005: 159, ex. (1d)]
25G are a strange one

‘You are a strange one.’

This suggests that in all varieties considered gassible to have the Num-head filled with a
[-LATT] indefinite numeral in the absence of a full leatiblP.
As shown in fn.12, though, English differs from Ld&serman, Standard Dutch, and the

Dutch dialects, in that the foronecan also occur as a genuine NP-proform (Barbieés2
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178). Second, the Dutch dialectal varieties, but &tandard Dutch, allow for the co-
occurrence of the focused indefinite numeratse (Northern Brabantish)en (Frisian), and
ain (Groningen), respectively, with an unstressedfinde determiner, as illustrated in (48).
This is impossible in Low German and Dutch, wheesn cannot cooccur with additional
indefinite determiners. The Low German facts regem natural explanation on the
assumption that the indefinite determieen as illustrated in (36b) and (42b) above, and in
(2) in the introduction, is just another instantatof the [tATT]-marked Num-hea@&enin

the presence of a full lexical NP. From this, ituMbfollow that Low German (and possibly
SHG and Dutch) lack indefinite determiners fromitheventory of functional adnominal

expressions altogether.

3.6  Summary

Despite first appearances, the syntax, prosodysantantics of the two simplex PQasit
‘something’ andeen‘somebody’ are quite different. The observed ddfeces follow from
the different syntactic status and the differeiatdee specification of the two elements. Bare
eenis a [LATT]-specified Num-head selecting for a covert NP-ctament. Its feature
specification is $G, -LATT]. Wat is an overt NP-proform that is selected by a (i8ipc
abstract) Num-head. Its feature specificationsis, fTHING, LATT], which giveswat more
semantic content thagen This analysis oWat in terms of underspecification will undergo a
final modification in the next section, where weowhthat the expression also occurs in

operator position in the left periphery of the dau

4.  Operatorwatin the left clausal periphery

Looking at the syntactic distribution and functiohwat in closer detail, it shows that this

expression can occur in other syntactic environsiaatwell. Next to its use as a PQE, there

43



are three options fawat to occur as an operator expression in the lettselaperiphery. First,
wat can optionally substitute for the neuter relagwenoundat in relative clauses, cf. (49).
Second, it can occur asvehexpression inwh-questions, cf. (50). Third, it can occur as

complementizer in embeddgds/nequestions, cf. (51).

(49) dat Glasvat / dat ik dat twei mookt heff
the glasswhich that | two made have
‘the glass which | broke’

(50) Wat hett Gerd-wat kofft  ?
what has Gerd bought
‘What did Gerd buy?’

(51) Ik weet nichwat de Bodder al smolten is.
I knownot if the butter already melted is
‘I don’'t know if the butter has melted already.’

http://www.plattpartu.de/kuenst/lueskel_biller.htt@;,02.07

This section discusses the additional left-peripheccurrences ofvat, together with their
implications for the lexical feature specificatioh wat The occurrence oivat in relative
clauses andwh-questions is discussed in section 4.1, where ivelaand interrogative
instances ofvat are analyzed as special instances of the R@teliscussed in section 3. This
follows directly if we add a second unvalued featiar the feature specificationwht, in this
case a formal operator feature[/wH]. Section 4.2 turns to occurrences of complementiz
wat in embeddedyes/nequestions, which do not follow directly from theadic PQE-
interpretation. As a result, instances of complamenwat must be considered as separate

functional items, which are only diachronicallyatdd to the PQR&at Section 4.3 concludes
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with a short discussion of micro-variation in thepeession of relative clauses amdr

guestions in German(ic) dialects.

4.1 The analysis of operatowat
In Low German,wat can optionally occur as a relative pronoun withgsiar neuter head
nouns (Goltz & Walker 1989). In (49), we saw anrapée with wat relativizing over the

object position. In (52)watrelativizes over the subject position.

(52) dat Peer [wat mi  beten hett]
theyeur horse  whickeytr 1SG bitten  has

‘the horse that bit me.’

The relative pronouwatis illicit if the head noun is non-neuter or plura

(53) a. de Koteiker [de / *wat mi  beten hett ]
the.neursquirrel  whichneytwhichyeur 1SG  bitten  has
‘the squirrel that bit me’
b. de Kei [de / *wat mi  beten hebt]
the COWRL whichs.  whichsgneur 1SG bitten  have

‘the cows that bit me’

Assuming that head noun and relative pronoun agrgender and number, this distribution

follows directly if wat carries the grammatical feature&lepT]. This assumption is
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uncontroversial in light of the formal similarityetweenwat and the neuter determindat
(section 1.2)?

Turning to instances of interrogatiwat in wh-questions, there are no restrictions in terms
of syntactic positionWatis awh-object in (50) and avh-subject in (54). Moreovemyat is

not restricted to matrix wh-questions, but is liniembedded wh-questions as well (55).

(54) Wat hett di  steken?
Whathas you stung
‘What has stung you?’

(55) Mareike will weten, wat in'n Feernsehn kummt.
Mareike wantsknow  what in.the TV comes

‘Mareike wants to know what's on TV.’

Semantically,wat occurs as avh-expression whenever the question is about a namhu
entity. It cannot be used in questions about parsdhe question in (56) becomes distinctly

odd when(wo)keerntwho’ is replaced byvat

(56) (Wo)keen /"Wat hett Gerd inloodt?

who what has Gerd invited

32 It is worth pointing out that the analysiswét as an NP-proform from section 3 has interestingsequences
for the analysis of relative clauses in generalcokding to Kayne's (1994) movement analysis of the¢a
clauses, English relative clauses that are intreduiywhich, e.g.the book which Peter readre derived from
the underlying ordethe [cp [p Peter read fp which book]]by movement of the D®hich bookto Spec,CP. In
a second step, the head ndnaokmoves to the leftmost position inside the embeddedThe resulting surface
structure is shown in (i).

0] [op the kp [book [pp which-beek]] [ Peter read-which-book ] ] ]

The movement analysis in (i) crucially hinges oa $iatus of the (surface) relative pronoun as eraiéer that
selects for the (surface) head noun as its complerirecontrast to Englistvhich though, Low Germawat is
not a determiner. Consequently, the sequavatd®eer‘something horse’ is ungrammatical and cannot ftren
base for the derivation of (52) in (i). Relativenstructions such as (52) thus provide evidencenagdhe
Kaynean approach to relative clauses.
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‘Who/*what invited Gerd?’ / ‘Whoniiwhat did Gerd invite?’

The semantic restriction omh-watis predicted by our analysis wofat, which assigns it the
semantic feature [HING]. This feature triggers a presupposition to tHeafthat the domain
of wat will consist of non-human entities only, see sett8.4. Moreover, the fact thatat
can ask for mass entities and singular atomiciestdlike is also predicted by our analysis.
Since the lattice feature of the PQEt is unvalued, the expression is flexible enough to
range over both kinds of entities on its interrogatise as well (see section 3.4).

The discussion ofvatin relative clauses angh-questions provides further support for the
asymmetric analysis offat andeen Unlike wat, eencannot occur as an operator in the left
periphery of these clause types, cf. (57ab). lmsteae must use the relative pronade(n)

‘that’, as in (57a), and th@h-expression (wo)keen ‘who’, as in (56) above.

(57) a. de Hoot, den / *een du jummer op hest.
the hat which one you always uphas
‘the hat that you are always wearing’
b. Een hett Gerd inloodt?
one has Gerd invited
‘Somebody/ One person invited Gerd?’

NOT: ‘Who invited Gerd?/ ‘Whom did Gerd invite?’

Table 2 sums up the different distributionwét andeen (in brackets, the expression that

must be used in place eén).

Tab. 2: Distribution ofvat andeen
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PQE relative clause wh-question

wat v v v

een v NO (de) NO ((wo)keen)

As for the reasons behind this asymmetric distiioutof een and wat, | propose that it

follows from a combination of the difference in sytic status (functional head vs. NP-
proform) and differences in their feature cont&et us assume — in the spirit of Reis (1991)
and Borer (2005) — thatat, but noteen is underspecified and carries an unvalued operato
feature REU/WH] (in addition to its unvalued pTT]-feature). Let us further assume that this
feature must be valued by a c-commanding abstrabead with the relevant feature
specification under the operationGReg, cf. Chomsky (2001 The three relevant

configurations are shown in (58):

(58) a. relative clause:  cd Girey [...Watrewn Il 2 [ep Gerey [-..Walrer 1]
b. wh-question: &p Gewm [ watrerwry 1l 2 [ep Gy [---Walewn) 1]

c. PQE (declarative): cp G.opy [.--Watretwri ]l 2 [cp Gror [---Watwri-re ] 1]

A positive valuation of the operator feature hasthme effect as assigning an additiovial
feature to a lexically underspecified indefinitd-expression (Reis 1991). That is, once its
operator feature has been valued with a positisufe specificationwat behaves like other

functional elements with this (lexical) feature gfieation. In particular, it will move to

% The mechanism of feature valuation sketched tethe exact opposite to the one presented in Rgs&ts
Torrego (2004b: 4ff.): “An unvalued feature Feobe on a head H at syntactic locatian(F,) scans its c-
command domain for another instance of Fg¢al) at locationp (Fg) with which to agree.” According to
Pesetsky & Torrego (2004b:6), it is the C-headvbfquestions and relative clauses that contains aalued
[WH/REL]-feature, which must be valued against the featafea wh-expression or relative pronoun.
Interestingly, Pesetsky & Torrego’s analysiswdi-questions and relative clauses rests on the odisenvthat
the expressions responsible for the valuation efGkfeature of both clause types are differents Thiexactly
the opposite of what we find with L®at, which shows up in relative clauses avigquestions alike.
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Spec,CP in the left periphery, same as proto-typmative pronouns andih-expressions.
Semantically, the moved constituent introduc@saperator that effects predicate abstraction
over a variable in the relativized/ questioned argnt position. At PF, interrogativeatwh

is prosodically spelt out with a focus accent, saweall othemwh-expressions in LG. This
focus accent ensures a formal disambiguation betteetwo functions ofvatas a PQE and
as awh-expression, as witnessed by the minimal pair ir).(B2(59a),wat is destressed and
therefore interpreted as a PQE. In (59b), howewat carries a focus accent and is therefore

interpreted as aim situ whexpression that forms part of a multiple question:

(59) a. KeEN hett wat kofft? b. KENhet wAT kofft?
who has something bought who has what bought
‘WHO bought something?’ ‘YO boughtwHAT?’

This leaves us with the question of wigt is the only expression in LG that can occur as a
PQE, a relative operator, andva-operator, respectively. Why is this possibilityckxded for
eer? And, vice versa, why are the relative operattesand dat and thewh-expression
(wo)keen‘who’ unable to function as PQE%?Recall that the syntactic status of these
expressions differs from that @fat The latter is an NP-proform, whereas the fornrer a
functional heads in Numeé€n or in D de dat). For instance, the inherently interrogative
expression(wo)keen‘who’, which derives historically fromwelk-een‘(lit.) which one’

(Lindow et al. 1998: 176), can be assigned thevalg structure and feature content:

(60)  [bp WOK:wH] [Nump  €€MLaTT) [NP O ]]]

34 Notice that, unlike in SHG, no other LG expressims a double use as indefinite PQE amenterrogative
(section 4.3). Other interrogative DPs in LG are tiorphologically complex expressions-(r) ‘where’, wan-
ehr ‘when’, wo-(ans)'how’, DPs headed by the determiner elementker/welkerwhich’, and, finally, DPs
built from an adjectival quantifiemveel(e)'how much/many’) or a prepositionwdhen‘whereto’, worfor
‘what for’, worim‘why’") (Lindow et al. 1998: 175, 216)
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Crucially, the formal features of functional heas fully specified; see also Borer (2005).
Their feature content is inherently fixed in thgit®n once and for all, namely as_gt] for
de/dat [+wH] for wokeenand [tATT] for een It follows that these expressions must occur in
a syntactic environment that is compatible withrtfeature specification, which accounts for
their lack of syntactic and semantic flexibilityy Bontrast, the feature content of the lexical
NP-proform wat is lexically underspecified, as it contains an aloed operator feature
[REL/WH] (and the lattice feature.ATT]). Because these features come unvalued from the
lexicon, they must be set to a particular valuejctvican be done in various syntactic
configurations. This accounts for the variable agtit and semantic behaviour wht In
sum, the double use of L@at as a PQE and as an operator expression in thpdefthery
follows from its syntactic status as a lexical N®fprm, and in particular from the fact that
its operator feature comes unvalued from the lexicBee Bayer (2004) and Bayer &

Brandner (2008) for arguments along the same lines.

4.2 The analysis of complementizewat

As shown in (51)wat can also introduce embeddges/nequestions in Low Germafi. This
possibility is attested for various dialects alleouhe Low German language area. The
additional examples in (61ab) are from Pomerankasi{ Low German) and the Hamburg

variety (North Saxon), respectively:

% Low German has a second interrogative complenemiif/ob ‘if’. | leave it open whethewat and of/ob
occur in free variation, possibly under the infloerof SHG, or whether there any interesting diffees to be
found in the use of these two elements within acmbss dialects. The following example from &"x@ntury
text shows that the occurrencevadt in embeddeges/nequestions is not a recent innovation:
@i .. frog miwat ik ein von de politischen Gefangen wir
asked meif | one of the political prisonessis
‘...asked mef | was one of the political prisoners’ [Fritz Reytdt mine Festungstid, 1862: ch.9]
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(61) a. Ik weet nichwat Se dat Book Luttjeputt vun J.D. Bellmankennt.
I knownot if you thebook Luttkeput by JBellmann know
‘I don’t know whether you know the book ,L.” kyD. Bellmann.’
http://www.kirche-mv.de/Andacht-Jesaja-42-3.87281@l (12.02.07)
b. [...]J, wat he den Unnerscheed twiischen en goden un erhtesteWitz kennt.
if he the difference  between a good anda badoke knows
‘..., if he knows the difference between a good amhadé joke.’

http://www.abendblatt.de/daten/2004/06/08/3042%01.ht

One could analyze such instancesnait in embedded/es/nequestions in two ways. First,
wat could be a phrasal operator in Spec,CP, from whdieenses an empty C-head, as in

(62a). Or else, it could be a syntactic head iagdn (62b):

(62) a. tp watpwhy [Oc [re-.. 1]

b. [cp D[+WH] watc [rp... ]]]

The first option is in line with the phrasal DPtssmofwat as a PQE, but it is not quite clear
what the semantic contribution wfat should be in this construction. In particularisitnot
quite clear what this instance wht.wy would have in common with the other instances of
wat+wH) In complement questions discussed in sectionhhse expressions are syntactic
arguments with a particular thematic interpretaifdgens, Theme), and they originate in a

position inside the VP. None of this seems to applyatin (62a)*°

%f at all, wat stands in an indirect thematic relation to therinatredicate. Historically, it may have acted as a
guestion word over the proposition selected byntlagrix predicate. It would have thus been simitainstances
of SHGwas‘what’ in scope-marking constructions on Dayall994) indirect dependency account.
0] Was glaubst Du, { wen Peter getroffen hg]
What believe you whom Peter met has
‘What do you think? Whom did Peter meet?’
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Turning to the analysis in (62b), it is well knowlmat expressions correspondingwat
can grammaticalize to become (declarative) comphizers, such as, for instance, French
gueand ltalianche‘what > that’ (Bayer & Brandner 2008). Moreovérhas been observed
that expressions correspondingatat DO occur as syntactic heads in interrogative C inesom
dialects of German and Norwegian. Bayer (2004) Bager & Brandner (2008) show that
short word-likewh-expressions in Bavarian and Alemannic can occwyatactic C-heads in
embeddedvh-interrogatives. The same is shown by Vangsnes &té/gaard (2005) for the
North Norwegian dialect of Tromsg, where this pheaoon is also found in matrix clauses,
at least with thewh-expressionka ‘what’. In the Tromsg dialect, the presence ofs thi
expression in the left clausal periphery blocksdhewmvement of the verb to V2, which is
otherwise obligatory with phrasakh-expressions. The blocking of verb movement is
accounted for if the potential landing site of ttezb, namely C, is in fact occupied kg As
for Bavarian and Alemannic, phrasah-expressions, such ag+PPs for what until wher)
and degree expressions (e.gvia lang ‘how long’), can co-ccour with an overt
complementizer in C, whereas short word-likbe-expressions cannot (Bayer & Brandner

2008). This is shown in (63) for Alemannic (BayeB&ndner 2008: 88. ex.(5b)):

(63) *1I wett gern wisse, wa dassi do uusfllle muss [Alem.]
| would gladly know what that | there outHilmust

‘I'd like to know what | have to fill out there.’

Short wordlikewh-expressions in Alemannic share another propertly ®theads since they
host certain pronominal clitics that typically ize on a functional head in C. On the base
of this, Bayer & Brandner (2008) conclude that skdrexpressions in these dialects end up

in the C-position by way of overt movement. Thiskiof movement is licit because the
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expressions in question containladent category featurexC in addition to the operator

feature [wvH] in their feature specification:

(64) wa (Alem.), wos (Bav.): MH, aC]

Latenthere means that the C-feature of sidrexpressions can be activated in the syntactic
derivation under certain structural conditions. ©rnbe C-feature has been activated, it
projects its own functional projection, namely apK. This account of the syntactic
flexibility of certainwh-expressions in Bavarian/ Alemannic is similar piri¢ to the analysis

of the flexible syntactic behavior of L@at proposed section 4.Wat occurs in argument
(A-) position when used as a PQE. And it occuranroperator (A’-) position when used as a
relative or interrogative pronoun. In general,fiexible syntactic behavior follows from an
under-specification in the feature content ofwhieexpression.

In light of these facts, | propose that the analysi (62b), on which the initialat in
embeddedyes/nequestions in Low German is complementizer in Cessentially correct.
Notice, however, that LG @t differs from thewh-complementizers discussed in Bayer &
Brandner (2008) in an interesting way. In particufawat in LG does not originate in an
argument position elsewhere in the clause andamdst in no thematic relation to the
predicate of the question; see fn.36. In fact,as Imo apparent semantic effect except for
typing the embedded clause ageas/nequestion. This means that the feature specifinatio
C-wat is devoid of all content except for the two formfedtures [#wH] and [C]. Notice that
the C-feature in this case cannot be a latent fediw be activated in the course of the
derivation, as in Bavarian and Alemannic. Rathee, €-feature must be part of the inherent

lexical specification ofvat
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To conclude, there are two independent instancegbin LG that come with a different
feature specification and a different syntactittaThe PQBEvat is an NP-proform with the
feature specification [HING], [NEUT], [SG], and the two unvalued featuresafT] and
[WH/REL], which account for its flexible interpretation gg- count] and its flexible syntactic
distribution. The complementizerat, in contrast, is a functional head in C. It isgfied as
[+wH] and [C], but devoid of all semantic content.

As for their diachronic relationship, it seemslfabbvious that the two occurrencesvedt
in contemporary LG are diachronically relat@dhere are two reasons for assuming that the
functional Cwat derives historically from the phrasal PQ&t First, grammaticalization
typically turns phrasal content expressions intacfional, head-like elements (see e.g.
Hopper & Traugott 2003). Second, the P@&t in LG is semantically underspecified, same
as its SHG counterpartas (Jager 2000, Bayer 2002), and therefore a goodidaie for
undergoing semantic bleaching, another processcalpi observed in the process of
grammaticalization (Haspelmath 1997: 142). Convgrsgwat is a functional element with
no semantic content, but only formal features, Whtakes it a good output candidate for
grammaticalization via semantic bleaching. In lighthese considerations, LG differs from
Bavarian and Alemannic in that the grammaticalaatiprocess ofwat to a genuine
complementizer has gone one step further thandsetldialects, whengh-expressions in C
still retain their original meaning. We concludee thrticle with a brief overview of other
differences in the formal expression of relativauses and embedded interrogativesG,

on the one hand, and SHG and other German(ic)atisalen the other.

4.3 Cross-dialectal Variation

There are three basic parameters of (micro-) vanan the formal expression of relative

clauses and wh-questions. The first parameter coacie question of how many overt
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elements can occur in the left periphery of theis#a It is well known since Bayer (1984),
that many of the German dialects and the colloguaaileties of Standard German allow for
more than one expression in the left peripherynobedded questions and relative clauses, in
violation of theDoubly Filled Comp Filter(DFCF).>” The following example from Bayer
(2004: 61, ex.6) shows this for Bavarian. Tieexpressiomwia lang‘how long’ in Spec,CP

occurs together with the complementidass‘that’ in C:

(65) Frog's dochwia lang dasss no dobleim woin! [Bavarian]
ask-them PRT how long that-they still stay amv

‘Ask them how long they still want to stay!’

Similarly, relative clauses allow for two functidrelements in their left periphery in Upper
German dialects, such as Suabian and Bavarian (B&g4). In certain varieties of Dutch it
is even possible to have three elements in thedefiphery of an embedded question
(Hoekstra 1993).

The situation is different in Low German, which gbdhe DFCF, same as SHG. Even
though a systematic investigation is lacking so itaseems that embedded questions in LG
can only host avh-expression (66a) or a complementizer (66b), buboth (66c¢), in the left
periphery of the clause. This holds independentlywbether thewh-expression is more

wordlike (wvat, wokeenwanneerwhen’) or phrasalwie fokerthow often’) in nature.

(66) a. Ik weetwokeen/ wanneer/ wie foken Gerd anropen hett.
I knowwhom when how often Gerd called has

‘I know whom / when / how often Gerd called.’

37 See e.g. Weiss (1997) on Bavarian, Bader & Pe(@88), Penner & Bader (1995), and Schénenberger
(2006) on Swiss German, Bayer & Brandner (2008\@mannic, and Haegeman (1992) on West Flemish.
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b. Ik weetdat Gerd Marie anropen hett.
| knowthat Gerd Marie called has
‘I know that Gerd called Marie.’
c.*lk weet wokeen/ wanneer/ wie foken dat Gerd anropen hett.

I knowwhom when how often that Gerd calledas

The second parameter of variation concerns thetignesf how big the class of elements that
can function both as a \w#]/[+REL]-operator and as an indefinite PQE is in a given
language. Based on the discussion in section Hislgtiestion can be reformulated: How big
is the class of underspecified indefinite expressiavith an unvalued operator feature
[WH/REL]? As was shown in fn.34 in 4.1yat is the only expression with an unvalued
operator feature in LG, giving it a somewhat spestatus. In this respect, LG contrasts
sharply with colloquial High German, which has gaVexpressions that function both as
PQE and as j#wH]-operator., among themwer ‘someone/ who’wo ‘somewhere/ where’,

andwohin‘(to) someplace/ whereto’. The double functioillisstrated forwer ‘who’ in (67):

(67) a.PQE: b.wh-expression:
Gerade iswer gekommen. Wer ist gerade gekommen?
just IS someone come who is just come
‘Somebody just came.’ ‘Who has just come?

This suggests that the feature specificationvbfexpressions in LG is quite different from
that of wh-expressions in (colloquial) High German, where ynamre seem to have the
syntactic status of an NP-proform with an unvalopdrator featureWH/REL]. It remains to

be seen how the other dialects of German fit ini® pattern.
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The final parameter concerns the syntactic statugheexpressions in the left periphery of
interrogative clauses. In SHG, alh-expressions are analyzed as phrasal constitueats t
move to Spec,CP, as befits their status as opeexforessions. In some Upper German
dialects (Bavarian, Alemannic), phrasal wh-exp@ssilikewise move to Spec,CP, whereas
word-like wh-expressions end up as syntactic heads in C icdhese of the derivation. In
LG, finally, all wh-expressions in embedded complement questionshaesad and move to
Spec,CP (as in SHG), while embedged/nequestions are introduced by the functional head
wat, which is base-generated in C.

Summing up, LG differs from the Upper Germanetitd in that embeddedquestions
(same as relative clauses) contain only an opeeagmression, but no overt complementizer
in C. Second, LG differs from (colloquial) High @Gean in that it has only one element,
namelywat, with an unvalued operator-feature and hence dlddunction as PQE anah-
expression. Third, LG differs from all other diakeinvestigated so far in that the expression

wat ‘what’ has been grammaticalized as a function&le@d in embeddeges/nequestions.

5.  Conclusion

The article investigates several quantificationddemomena in Low German from a
theoretical perspective. The phenomena discussedfarmmediate relevance to current
theorizing about the left periphery of nominal (DBed clausal constituents (CPs). There are
four main results. First, the existence of compteanominal quantifiers in Low German
motivates the assumption of an additional functidayger NumP, which is situated between
NP and DP. Second, morphologically simplex ind&finpronouns, such as L®en
‘someone’ andwat ‘something’, can differ in syntactic status andttee specification,
contrary to first appearances. Only a detailed stigation of their syntactic and semantic

behavior could bring these differences to lightirdhthe flexible syntactic distribution of the
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pronominal expressiowat in declaratives, relative clauses, amiaquestions follows on the
assumption that certain formal features come umehluom the lexicon and receive their
values only in particular syntactic configuratioR®urth, the occurrence @fat ‘what’ as a
complementizer in embeddg@s/nequestions in LG cannot be reduced to a mere chse o
featural underspecification. Rather, it is the hestia grammaticalization process that takes
an underspecified pronominal expressiwat as its input, and delivers a homophonous
complementizemwat as its output. There are many more questions att@utsyntax and
semantics of Low German that remain unsolved. thesefore hoped that this article will

instigate further research on Low German from afdrsyntactic and semantic perspective.
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