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c-commanded by the variable (you can check this in (A4, A5, A9, A13, and
A15)). However, pronouns do not have to be c-commanded by their
antecedent, as we saw in 3.1.2. So, in principle, we might get a configuration
where a pronoun is not c-commanded by a variable that it is coindexed with.
This arises in such configurations of ‘weak crossover’ (which is distinct from
the ‘strong crossover’ discussed in 3.3.2.3), as:

(A16) *Who, does [ his, mother ] love t; ?

This example is ungrammatical on the interpretation indicated by the coin-
dexing relations. It should mean ‘For which x, x a person, does x’s mother
love x?’ Here, unlike all the other examples we’ve looked at, the pronoun
isn’t c-commanded by the trace. Accordingly, we can conclude that for a pro-
noun to be interpreted as a bound variable, it must be c-commanded by an A'-
bound trace. In (A15), this requirement isn’t fulfilled and the pronoun fails
to have an interpretation with the indexing given. Different approaches to
weak crossover have been proposed by Wasow (1972), Chomsky (1976) and
Koopman and Sportiche (1982). A further argument for the existence of QR
is the presence of weak-crossover effects with quantifiers, as in:

(A17) *[ His; mother ] loves everyone,

After QR, this example has the LF representation in (A17), which is clearly
paraliel to (A15) and violates the condition on pronoun-interpretation in the

same way:
(A18) Everyone, [ [ his; mother ] loves t, |

In conclusion, logical binding corresponds to A-binding of variables, where
the relation may be set up either by covert or overt movement to an A'-posi-
tion. Anaphoric binding of the sort discussed in this chapter is A-binding.
Binding in both cases is c-command combined with coindexation.

One final note: the picture presented above assumes a primitive distinction
between quantificational and non-quantificational expressions, as do many
kinds of logic. However, we can introduce an operator which makes anything
into an expression capable of binding a variable; this is the A-operator. It has
been argued that all DPs should be interpreted this way. So John left might
have the interpretation:

(A19) John ( Ax ( Left (x)))

This is read as ‘John is x such that x left’. As we saw, this notation is exploited
in Reinhart and Reuland’s account of pronominal anaphora (see 3.5.5).

4

Locality

4.0 Introduction

Thi§ is the last chapter that deals with the technical parts of syntactic theo
As in the previous chapter, our theme is the kinds of relations that can ho?(;
among syntactic constituents. However, unlike binding relations, here we are
dealing exclusively with movement dependencies, and so the theoretical con-
strl,xct that I'll focus on here is Move-o.. What we’re interested in here is ‘how
far mo,vemfn?t can go: when Move-a applies to a category a, how far away
frgm o’s c?nglnal position can o be taken? It’s clear that, in order to answer
this ql{estlon properly, we’ll need a workable measure of ‘distance’ that can
be (?eflned over syntactic structures ~ figuring out what distance is in syn-
tactic terms, and ‘how much of it Move-a can cover, have been central Ci,lr-
;Zt:)tvsv :;f research in generative grammar. Here I'll give an overview of what’s
We can set the scene for the discussion by looking at what we’ve alread
said about Move-a in earlier chapters. In Section 2.4 of Chapter 2 we lookez
at the properties of the different kinds of Move-o: head-movement, DP-
movement, and wh-movement. Let’s look at those again: ’

Head-movement:
(1a) moves a head
(1b) leaves a trace in the starting position
(Ic) moves to a position c-commanding the trace
(1d) moves to the closest possible position to the trace

(1e) obeys the Structure Preservation Constraint

DP-movement:
(2a) moves a DP

(2b) leaves a trace in the starting position

(2c) moves to a position c-commanding the trace
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(2d) moves to the closest possible position to the trace
(2e) obeys the Structure Preservation Constraint

(2f) only ever moves to Specifiers of functional heads

wh-movement:
(3a) moves a wh-XP

(3b) leaves a trace in the starting position
(3c) moves to a position c-commanding the trace

(3d) does NOT move to the closest possible position to its trace (or so it
appears)
(3e) obeys the Structure Preservation Constraint

(3f) only ever moves to Specifiers of CP

We commented on the similarities between the different kinds of movement
in 2.3. Let’s see what the common factors of them are:

Move-o:
(4a) moves o = either X or XP

(4b) leaves a trace in the starting position
(4c) moves o to a position c-commanding the trace

(4d) moves a to the closest possible position to the trace (except wh-
movement)

(4e) obeys the Structure Preservation Constraint

(4f) XP-movement only ever moves to Specifiers of functional heads;
wh-movement is restricted to movement to SpecCP

Properties (4a, b, c, and e) are straightforward. Property (4a) just states that
movement only affects some X'-entities (in fact, you might wonder why X'-
level projections are inert for Move-o; one possibility, as we saw in 2.6.4, is
that this is because such projections don’t exist — we’ll leave this aside here,
however). Properties (4b, ¢, and e) all impose substantive constraints on
Move-a and, in fact, amount to a little theory of Move-o. In fact, they fall
together under the idea that we put forward in Section 3.3.2.2 of Chapter 3
that a moved element a must bind a trace. In terms of this idea, we can also
make sense of (4f) by saying that wh-movement moves o to a non-L-related
position, and so involves A'-binding of the trace, while DP-movement moves
o to an L-related position and so involves A-binding of the trace, as we saw
in 3.3.2.3.

So we have the following theory of movement, to restate what we’ve
already seen in a synoptic form:
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Move-o
(5a) leaves a trace in the starting position

(5b) creates a binding relation between the moved category, &, and its trace
(A-binding if o is in an L-related position; A'-binding if ¢ is in a non-
L-related position)

In fact, property (5a) of Move-o. is a consequence of the Projection Principle
(see 2.1). So the really central property that is specific to Move-a is (5b): the
creation of a binding relation. So far so good (except that you might wonder
about the binding relation between a moved head and its trace - let’s just
suppose that there can be binding, in the sense of coindexation combined
with c-command, between X° elements too).

However, the locality condition in (4d) seems to be radically different for
the different kinds of movement. We’ve seen locality conditions on both head-
movement (the Head Movement Constraint, (67) in Chapter 1) and DP-
Movement (Principle A of the Binding Theory). Besides Principle A, we also
suggested that DP-movement may be required to move to the nearest avail-
able position: these two conditions aren’t quite the same, as we’ll see later.
But, as we mentioned in Chapter 2, wh-movement doesn’t seem to be con-
strained in the same way. wh-dependencies appear to be unbounded depen-
dencies, able to hold across an arbitrarily large amount of syntactic material.
The examples that we used to illustrate this in Chapter 2 (which were taken
from classic work by Ross (1967)) were these:

(6a) What, did Bill buy t; ?

(6b) What, did you force Bill to buy t; ?

(6c) What, did Harry say you had forced Bill to buy t; ?

(6d) What, was it obvious that Harry said you had forced Bill to buy t, ?

And it seems intuitively clear that one could, circumstances permitting,
interpose an arbitrary amount of material between what and its trace in
this kind of example. One of the main goals of this chapter is to show that
the unbounded nature of wh-dependencies is only apparent. We’ll see that
there is in fact a locality constraint on wh-movement, one comparable to the
constraints on other kinds of movement. In this way, we’ll eventually arrive
at a unified theory of Move-o that includes (5) and a general locality
condition.

As I said, the principal goal of this chapter is to show how movement the-
ory can be unified by showing how wh-movement is, despite initial appear-
ances, subject to a constraint like those which apply to head-movement and
DP-movement. In Section 4.1, I'll present the evidence that wh-movement is
not entirely unbounded — evidence which takes the form of ‘island con-
straints’, originally discussed in Ross (1967). In Sections 4.2 and 4.3, I'll pre-
sent the two central locality principles that have been proposed to account
for the locality of wh-movement: the Subjacency Principle and the Empty
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Category Principle (ECP). Section 4.4 is about the concept of barriers
(which we introduced in Chapter 2, Section 2.2.2), a first attempt to unify
these two principles and integrate them with the rest of the theory. Section
4.5 deals with another kind of unification, namely the development of a the-
ory of locality that applies to DP-movement and head-movement as well as
wh-movement: Relativized Minimality. Finally, in Section 4.6 I'll present the
most recent version of the theory of movement, Manzini’s (1992) theory of
locality.

4.1 Islands

Here I want to introduce the principal evidence that wh-dependencies
are subject to constraints. The evidence, which was first systematically
discussed and illustrated in Ross (1967) (although it was adumbrated
in Chomsky (1964); in any case I'm going to take a number of historical
liberties in my presentation), takes the form of a class of phenomena known
as islands or island constraints. The terminology is metaphorical: an island
is something that it’s difficult to move from - at the very least you need
some special means of transportation and, in fact, you can get completely
stuck on one. Hence syntactic islands are those structures out of which
wh-elements can be moved only with difficulty, if at all. It’s important to
see that, while island phenomena clearly show that wh-movement cannot
apply just anywhere, they do not show us that wh-movement is never
unbounded. What they show is that wh-movement is at least sometimes
bounded.

As I said above, Ross discovered and illustrated many island phenomena.
In the rest of this section I'll discuss the principal island phenomena that
were originally identified by Ross, although a number of other con-
straints have been discovered in more recent work that I'll introduce as we
go along. Ross instituted a terminological practice that has been largely
followed ever since, that of calling each island ‘The X Constraint’ or ‘The
X Condition’, where ‘X’ usually designates the particular structural con-
figuration involved. Since it has at least mnemonic value, I'll follow this
practice too.

The island constraints that Ross discussed are as follows:

The Complex NP Constraint (CNPC):
Ross (1986: 76) formulates this constraint as follows:

(7) No element contained in a sentence dominated by a noun phrase . ..
may be moved out of that noun phrase.

Putting (7) in terms of the assumptions about functional categories that we’ve
made in earlier chapters, the CNPC prevents extraction (this term is often
used for ‘moving out’, and I'll adopt this usage from now on) of o from a
configuration like (8):
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®) [pp -~ Lp o]

The CNPC accounts for two main classes of fact: the impossibility of extrac-
tion from relative clauses, and the impossibility of extraction from the sen-
tential complements of Nouns like claim, fact, and story. These facts are
illustrated in (9). Here I've indicated the island in small capitals, with a trace
in the position of a:

(9a) *Which band; did you write [, A SONG WHICH [}, WAS ABOUT T, ]] ?

(9b) *Which band; did you believe [, THE CLAIM THAT [;, WE HAD SEEN
t117?

In (9a), the DP-island is a relative clause; in (9b) it’s a DP containing a Noun
and its sentential complement. In some respects, the two instances of the
CNPC are distinct; for example, many speakers find sentences like (9a) worse
than (9b).

Sentence (9a) should also be compared with (10):

(10) Which band; did you write [;,, A SONG ABOUT t; ]] ?

Most people find (10) perfectly acceptable. If there is no ‘reduced clause’
in the complement of song, this fact is quite consistent with the CNPC
as stated in (7) and (8). However, it is worth pointing out that the
definiteness of the DP in (10) is important. The sentence deteriorates
if the DP is definite, and is quite bad if there is a possessor DP in its
Spec:

(11a) ??Which band, did you write [;,, THAT SONG ABOUT t, ]] ?
(11b) *Which band; did you sing [,, MICK’S SONG ABOUT t]]?

This fact was observed by Fiengo and Higginbotham (1981). Manzini (1992)
calls this kind of case a definiteness island, since, as you can see, the block-
age to extraction seems to be created by a definite D (remember that
possessive DPs like Mick’s song are always definite).

The Subject Condition:

Ross noticed that extraction from sentential subjects, as in (12a), was not
allowed. Chomsky (1973) extended this to all cases of complex subjects. The
generalization is that extraction from inside a subject is bad:

(12a) *Which rock star; was [, THAT THE POLICE WOULD ARREST t, ]
expected ?

(12b) ??Which rock star, were [, ADMIRERS OF t, ] arrested ?

It’s important to see that the Subject Condition bans extraction from within
a subject, not extraction of a whole subject.
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The Coordinate Structure Constraint (CSC):
(13) In a coordinate structure, no conjunct may be moved, nor may any

element contained in a conjunct be moved out of that conjunct.
(Ross (1986: 99))

This means that no o can be extracted in structures like (14) (where ‘&’
represents any kind of coordination):

) [ o ] &[]
This rules out examples like the following (again, the island configuration is
given in small capitals):
(15a) *What, did Bill buy POTATOES AND t, ?
(15b) *What, did Bill buy t; AND POTATOES ?
(15¢) *Which guitar; does KEITH [ PLAY t; ] AND [ SING MADRIGALS ] ?
(15d) *Which madrigals, does KEITH [ PLAY THE GUITAR ] AND [ SING t, ] ?

An important proviso to the CSC is that wh-movement can apply in coordi-
nate structures as long as it applies across the beard, in that identical ele-
ments are affected in each conjunct. We can see this if we compare the
following examples of relative-clause formation (another instance of wh-
movement):

(16a) Students; [ WHO, t, FAIL THE FINAL EXAM] OR [ WHO, t, DO NOT DO THE
READING | will be executed (Ross (1986: 109))

(16b) *This is the student, [ WHO, t; FAILED THE FINAL EXAM ] AND [ JOHN
DID THE READING ]

The CSC has to a large extent resisted satisfactory theoretical treatment in
the principles-and-parameters framework.

The Left Branch Condition (LBC):
This condition prevents extraction of a in the following configuration, where
X is any non-null material:

A7) [ppaX]

Possessor DPs typically appear in the configuration in (18), and so the LBC
tells us that wh-constituents that are possessors cannot be extracted from the
DP that dominates them, as in:

(18) *Whose, did you play [, t; GUITAR ] ?
Possessor DPs can be left-recursive, as in (19):
(19) Mick’s friend’s favourite guitar

In (19), Mick’s is on the left branch of the DP Mick’s friend, which is in turn
on the left branch of the whole DP.
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(20) o DP, — N
o SN
DPS / DZ \ 1
D, NP
Mick ’!s frliend ’s favourite guitar

The LBC prevents extraction of the wh-element corresponding either to DP,
or to DP,:
(21a) *Whose, did you play [}, t; FRIEND’S FAVOURITE GUITAR 1?

(21b) *Whose friend’s, did you play [, t; FAVOURITE GUITAR 1?

(You might have noticed that we’ve treated the 's as a D in (20), in line with
what we suggested in 1.3.2; if whose is really who + ’s, then there might be
a very simple explanation for the ungrammaticality of examples like (18) and
(21): here a non-constituent made up of SpecDP and D is trying to move.)
Instead of extraction from the left branch, when a possessor DP is a wh-
element, it causes the entire DP containing the possessor to move. In
other words, the grammatical version of (18) is (22):

(22) Whose guitar, did you play t; ?

This phenomenon, where a category moves which is not itself +wh but which
contains a +wh-element, is known as pied-piping (the idea being that the other,
non-wh, parts of the constituent containing the wh-element have to follow the
wh-element wherever it goes, just as the rats of Hamelin followed the Pied
Piper). ‘

Up to now, I've been implicitly assuming that the island constraints are uni-
versal. This is in fact largely true; later in this chapter we’ll see some exam-
ples of the kind of variation that exists across languages regarding islands,
but it is mostly rather slight. However, the LBC appears to be violable in
some languages. Ross gives the following examples from Russian and Latin:

(23a) Cju, ty  ¢itajed [ppt; KNIGU ] ? (Russian)
whose you are-reading book
‘Whose book are you reading?’

(23b) Cuius, legis [ppt LIBRUM ] ? (Latin)
whose you-are-reading book
‘Whose book are you reading?’

We can add French combien (‘how much/many’) to this list:

(24) Combien, as-tu lu [, t; DE LIVRES } ?
how-many have you read of books
‘How many books have you read?’
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It seems clear that the LBC is subject to parametric variation, unlike the
other island constraints that we've looked at up to now. Beyond simply stat-
ing that some languages respect the LBC and others don’t, at this point it’s
rather difficult to know what the parametric variation really consists of. It
may be that it is connected to the nature of the D-position: Latin and Russian
both lack overt D-elements, for example (although this doesn’t explain the
French fact in (24)). The precise status of the LBC is an open question at
present.

The wh-island Constraint:
This was really the first kind of island phenomenon to be discussed, as it was
first mentioned by Chomsky (1964).

The basic observation here is that a wh-element cannot be extracted out
of clauses introduced by another wh-element. Now, there are two main types
of clause that are introduced by wh-elements: questions and relatives.
Relatives come under the CNPC, as we have seen. Interrogatives are thus the
relevant case here:

(25a) ??Whose car were you wondering [ HOW; TO FIX t; t; ] ?
(25b) ?*Whose car, were you wondering | HOW; YOU SHOULD FIX t; t; ] ?

(Since there are two instances of wh-movement in these examples, one to the
lower SpecCP and one to the higher, there are two traces: the order of the
traces is t, .. .. t, . in each case, as the order of the non-wh-elements shows:
I fixed Bill’s car with a cocktail shaker.)

Most speakers don’t find either of the examples in (25) very good, but
would probably agree that there’s a contrast between (25a) and (25b). Tensed
wh-complements seem to give rise to ‘stronger’ ungrammaticality than infini-
tival ones.

The above are the main islands discussed by Ross. So we see that wh-move-
ment is subject to at least the CNPC, the Subject Condition, the CSC, the
wh-island Constraint, and (in some languages) the LBC. However, as I said
above, this only shows that wh-movement is bounded sometimes. It still
appears to be fundamentally different from the other instantiations of Move-
o in that a wh-category can move over an unlimited amount of material, pro-
vided that that material contains no islands.

Ross discussed another constraint indicating that wh-movement may be
consistently bounded, one which later became known as the ‘Right Roof
Constraint’. Standard wh-movement in questions and relatives of the kind
that we’ve been looking at always moves the wh-element to the left; in fact,
movement is always to SpecCP. However, there are movement rules which
appear to move constituents to adjoined positions on the right of the start-
ing point. It’s rather unclear what the landing-site of rules like extraposition
might be, although it seems to be a position right-adjoined to a VP or to a
clausal functional category (right-adjunction structures are ruled out by
Kayne’s LCA, discussed in Chapter 1, but we’ll gloss over that matter here).
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In any case, it seems pretty clear that the landing-site of extraposition and
similar operations is not an L-related position, and so the operation is a kind
of wh-movement, in that the moved constituent A'-binds its trace. One oper-
ation of this kind is extraposition, which relates pairs like (26):

(26a) The claim [, that the world was round ] was made by the Greeks
(26b) The claim t, was made by the Greeks [ that the world was round ]

Here the CP that the world was round is apparently moved to the right of
the main clause. Ross observed that this operation cannot go further; that is,
it is impossible to extrapose ‘two clauses up’. The ungrammaticality of this
kind of ‘long’ extraposition is shown in (27):

(27) *The proof that the claim t, was made by the Greeks was given in
1492 [ that the world was round ]

Compare (27) with (28), where extraposition goes just ‘one clause up”.

(28) The proof that the claim t, was made [ that the world was round ]
by the Greeks was given in 1492

Ross showed that all operations that move material to the right are boundefi
in this way. So we see that only leftward wh-movement from non-islands is
unbounded: the other cases of wh-movement are bounded either by islands
or by the Right Roof Constraint. The obvious question to ask now is: what’s
special about leftward wh-movement from non-islands? In Section 42, we'll
see how Chomsky (1973) dealt with this.

In this section, I've introduced a whole range of facts, all of which clearly
indicate that wh-movement is subject to constraints of various kinds. Exactly
what the theoretical interpretation of these facts should be remains to be
seen; this is largely what we’ll be looking at for the rest of this chapter. What
we’ve seen is the following:

(29a) Rightward movement to A'-positions is always bounded
(29b) Leftward movement of wh-XPs is subject to island constraints

To recapitulate, here’s a list of the island constraints we’ve seen:

CNPC:
(30a) *Which band, did you write [,, A SONG WHICH [, WAS ABOUT

t1]?

*Which band, did you believe [, THE CLAIM THAT [;, WE HAD SEEN

t]]? (see 9)

Subject Condition:
(30b) *Which rock star, was [., THAT THE POLICE WOULD ARREST t; ]
expected ?
?7Which rock star, were [, ADMIRERS OF t; ] arrested ? (see (12))
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CSC:
(30c) *What, did Bill buy POTATOES AND t; ?
*What, did Bill buy t; AND POTATOES ?
*Which guitar, does KEITH [ PLAY t, | AND [ SING MADRIGALS ] ?

*Which madrigals, does KEITH [ PLAY THE GUITAR ] AND [ SING t, | ?
(see (16))

Left branch condition:
(30d) *Whose, did you play [, t; guitar | ?

wh-islands:
(30e) ??Whose car were you wondering [ HOW; TO FIX t; t; 1?
7*Whose car, were you wondering [ HOW; YOU SHOULD FIX t; t; 1?

Every now and then in this book I've mentioned what a bore lists are. The
reason for this is that lists don’t really explain things, and what we’re after
when we’re in the business of theory-construction is explanations. What we’ve
seen in this section, I hope you’ll agree, is a range of fascinating and com-
plex facts (incidentally, facts that were totally unknown before the develop-
ment of generative grammar, and mostly before Ross’s 1967 Ph.D.
dissertation). But we’ve just got a long list of island constraints. What we need
now is some kind of unifying principle, which can tell us why the islands are
the way they are. And, ultimately, of course, we want to link all these facts
about wh-movement to what we've seen in connection with DP-movement
and head-movement. The next sections all develop these points, beginning
with the first real principle of locality: subjacency.

4.2 Subjacency

4.2.1 Successive Cyclicity

The basic idea behind subjacency was a fundamental conceptual move: we
drop the assumption that wh-movement, at least in leftward-movement from
non-islands, is unbounded. So: wh-movement, despite appearances, is bounded.
This very important idea can only work if we assume that wh-movement can,
like DP-movement, operate in successive cycles, or successive-cyclically. This
idea makes it possible to, as it were, ‘measure the distance’ between the land-
ing-site of a wh-category and its starting position.

In Section 2.3 of Chapter 2 we saw that DP-movement can give the impres-
sion of moving a DP a long way, but that each instance of apparently non-
local movement can be broken down into a series of successive local hops,
each of which actually moves the DP to the nearest available position. Here

are the examples we saw then:
(31a) The train, seems [ t'; to be likely [ t; to be late ]] (2.3 (48b))
(31b) The money, seems [ t'; to have been stolen t, ]

(31c) The train, is expected [ t'; to arrive t; an hour late ]
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(31d) The weeds; appear [ t'; to have grown t, while we were on holiday ]
(31e) The patient; seems [ t", to be expected [ t'; to die t; ]] (2.3 (49a—-d))

These examples show us that raising can take place ‘cyclically’. All these
movements are caused by the Case Filter (or feature-checking requirements,
in terms of checking theory as introduced in Section 2.6). The cyclic move-
ment shows that a DP which is looking for Case moves to the nearest avail-
able potential Case position, looks for Case, and, if it can’t find it, moves to
the next nearest position, and so on. In Chapter 1, we also saw some exam-
ples of successive-cyclic head-movement in our discussion of verb second in
1.4.2.4 (V-to-I-to-C movement).

If the other two types of movement (which seem to be phenomenologi-
cally simpler than wh-movement: of course, that doesn’t mean that they really
are simpler) can be successive-cyclic, it’s entirely reasonable to think that wh-
movement can be too. Specifically, the proposal is that wh-elements move
successively through SpecCP. So, the structure for a case of apparently
unbounded wh-movement like (6¢) looks like (6¢'):

(6¢") [op; What, [, did [, Harry say [, t"; [, [;p, you had forced Bill
[eps t'; [es [ps to buy ¢, ]]1] 2

Here what moves from its base position, occupied by ¢, first to the most
embedded SpecCP (SpecCP,), then to the intermediate SpecCP,, and then to
the matrix SpecCP,. These positions are marked by the appropriately-named
‘intermediate traces’ ¢';and ¢",. The seemingly unbounded movement thus in
fact involves a series of relatively local hops from SpecCP to SpecCP.

If we want to make sure that wh-movement is genuinely local in the way
indicated in (6¢’), then we need to make sure that it moves from SpecCP to
the next SpecCP that c-commands it. The c-command condition is built into
the definition of Move-o (see (5b)), so what we need to do here is make sure
that wh always moves to the closest SpecCP. There are two parts to this: (i)
we have to make sure that wh-movement doesn’t put a wh category in some
position other than SpecCP, and (ii) we have to make sure that wh-move-
ment always goes to the closest SpecCP position.

Let’s just deal with point (i) for now by saying that wh-movement only
takes place in order to check a wh-feature (as proposed in 2.6.3), and SpecCP
is the only position where these features can be checked. Therefore +wh
categories will never move to any other position.

Point (ii) is where subjacency comes in. To start with, I'll give a simplified
version of the original formulation in Chomsky (1973:81)):

Subjacency:
(32) In the following structure, o. and p cannot be related by movement:

e O e [ v [ge e B ] o0 ]
where a and f are separated by more than one blocking category BC

Let’s follow Chomsky’s (1973) proposal in taking the blocking categories



194 Comparative Syntax

(BCs) to be DP and IP. Now we can see how subjacency will have to go to

the next SpecCP up. Consider what happens in (6¢') if wh-movement ‘skips’
a SpecCP:

(6¢") [cpy What, [, did [, Harry say [cp, [, [, You had forced Bill |
t'; [cr3 [ips to buy t ] ?

Here, what has moved from SpecCP3 (the position of t') directly to SpecCP,,
skipping SpecCP,. In so doing the movement crosses both IP, and IP,. We've
defined IP as a BC, and so this derivation, in crossing two BCs, violates sub-
jacency. Movement through SpecCP, is necessary in order to avoid this vio-
lation. Since SpecCP, is available for what to transit through, (6¢) is
grammatical — but only with the derivation given in (6¢").

CP3

4.2.2 Explaining Island Constraints

Subjacency gives us a kind of measure of syntactic distance in terms of BCs.
As such, it can explain many of the island effects we saw in the previous sec-
tion. Let’s look at how this is done. Here are the typical CNPC violations
that we saw in the previous section:

(33a) *Which band, did you write [, A SONG WHICH [;p WAS ABOUT t, ]} ?

(33b) *Which band, did you believe [, THE CLAIM THAT {;p WE HAD
SEEN t. ]] 7 (see (9))

Assuming successive-cyclic movement through SpecCP, (33b) has the follow-
ing representation:

(33b") *[cp, Which band, did [;5, you believe [pp the claim [, t'; that [,
we had seen t; ]] ?

I’'ve marked the BCs here in bold. The first step of movement, from the base
position to SpecCP,, crosses just one BC, IP,. The second, on the other hand,
crosses DP and IP,. As such, it violates subjacency. So subjacency accounts
for the complement case of the CNPC.

Now look at the relative-clause case:

(33a’) *[p, Which band, did [ip; You write [, a song [cps which, [p, t, was
about t. ]] ?

Here there are two movements: one of which from the subject position of
IP, to SpecCPz, and of which band to SpecCPl. If which moves first, then
which band has to move in a single step all the way to SpecCP,. This move-
ment crosses three BCs, and so violates subjacency. If which band moves first,
then it can presumably move cyclically through SpecCP,. Movement from this
position will nevertheless violate subjacency, as it crosses the two BCs DP
and IP,. I mentioned in 4.1 that relative-clause CNPC violations are worse
than complement cases; a natural way to capture this would be by forcing
the relative-clause to involve the crossing of three BCs as opposed to two in
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the complement case. To do this, we need to ensure that which moves first in
(33a"). The following principle does this:

The Strict Cycle Condition: . '
(34) Nothing can move from a position c-commanded by an intermediate

trace.

If we move which band to SpecCP, and on to SpecCP, in (33a') .before mov-
ing which to SpecCP,, then we’d have the following representation after the
second movement of which band but before any movement of which:

(332") *{p, Which band, did [;5, you write [, a song [cp, t; [;p, Which was
about t, ]] ?

Here which is c-commanded by the intermediate trace t', and so .the Strict

Cycle Condition is violated. So we force the derivation where which moves

first to SpecCP, and so which band crosses th'ree BCs en route to SplecCP1£

This gives rise to a stronger violation of subjacency than the complemen
mple.

CI;IZS: ;(eat’sr;ook at the Subject Condition. Here are the’ examples from the

last section with the successive-cyclic wh-movements indicated:

(35a) *[.p, Which rock star, was [y, [cp, t'; that [jp, the police would arrest
t. ]] expected ]]?

i i f t, ] arrested | ?
(35b) ??[p; Which rock star; were [;p [, admirers of t; ] (Sel ()

see straight away that the movement of which rock star in (35b)
zcc))lsls‘e:: I1wo BGCs, ]gDP and };P. On the other hand, (35a) is a}lowed, since the
movement can pass cyclically through SgecCPz. However, it has often been
suggested that subjects, meaning categories th:_at occupy SpeclP, are‘always
DPs. If that’s true, then the correct representation of (35a) would be:

(35a') *[p; Which rock star, was [;p; [pp [cp, t'; that [p, the police would
arrest t, ]]] expected ?

Here we can see that which rock star crosses two BCs on its way to SpecCP,.

j j dition.
So subjacency can account for the Sub.]ect Con ’
Subjacency can also account for wh-islands. Let’s look at the examples we

gave in the previous section (see (25)), highlighting the BCs:
(36a) ?[p, Whose car were [y, you wondering [cp, how; [, to fix t; t, 1?
(36b) 7*[p; Whose car; were [, you wondering [cp, BOW, [y, yOUu should
fix ;1,17
j i ber that the Strict
Subjacency treats both of these examples alike. Remem .
Cyclle Coilydition (see (34)) makes the movement to SpecCP, take place first

every time, so the category which undergoes ‘long’ movement to SpecCP,
crosses both IP, and IP, in both of these examples, and subjacency rules them
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both out. Obviously, this is basically a good result, but we’d like to know why
tensed wh-islands are worse than infinitival wh-islands. So, although subja-

. cency tells us that these examples are bad, it doesn’t make any distinctions
. as to degree of ungrammaticality which is what we’d ideally like.

Next, let’s see how subjacency can handle the Left Branch Condition. Here,
again, is the typical example with the BCs highlighted:

(37) *Whose, did [, you play [, t, guitar ]] ?

This example is straightforward; movement crosses IP and DP and subjacency
is violated. In fact, subjacency works too well here, seemingly, since we saw
that in a number of languages the LBC doesn’t seem to hold (see examples
(23 and 24)).

So far we’ve seen that subjacency does a pretty impressive job of unifying
the island constraints we saw in the previous section. The CSC, however, is
not so readily captured by subjacency as formulated in (32). Here are the rel-
evant examples again:

(38a) *What, did [;p Bill buy [, potatoes and t]]?
(38b) *What, did [}, Bill buy [y, t, and potatoes ]] ?

(38c) *Which guitar, does [p Keith [y, [, play t, ] and [, sing
madrigals ]]] ?

(38d) *Which madrigals, does [,, Keith [vp [vp pPlay the guitar | and [vp
sing t. ]]] ?

I'm following the standard assumption that conjoined categories form a big-
ger category of the same kind: you 'ight note in passing that this means that
coordinate structures don’t fit the X'-schema that we gave in Chapter 1 - see
Kayne (1994) for a recent proposal to reconcile coordination with X'-theory).
Extraction out of a conjoined DP as in (38a and b) therefore violates subja-
cency, as you can see. However, extraction from a coordinated VP, as in (38c
and d), doesn’t. Here only one BC, IP, is crossed. To reconcile the CSC with
subjacency, we’d need either to show that all coordinated categories were IPs
or DPs or to say that the category dominating conjoined categories — what-
ever it is — is a BC. The former approach just won’t wash empirically, and the
latter amounts to restating the CSC. So the CSC poses a problem. And
remember that ‘across-the-board’ extraction is allowed: see (16) above.

So far, we've seen that subjacency can give a unified analysis of the CNPC,
the Subject Condition, some cases of the CSC, the LBC, and wh-islands. There
are two basic kinds of problem. One is that subjacency can’t handle a num-
ber of cases of the CSC; the other is that subjacency is a blanket condition
that just bans certain kinds of movement, and because of this it can’t distin-
guish extraction out of an infinitival wh-island from extraction out of a tensed
wh-island. Nevertheless, it’s clear that subjacency goes a good way towards
giving a unified explanation for strong islands.
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4.2.3 Parametric Variation

Before going on to the Empty Category Principle, I want to look at one in'ferj
esting piece of apparent parametric variation in how subjacency works. Rizzi
(1982) observed that, at first sight, Italian seems to allow subjacency to be
violated in wh-islands:

(39) Tuo fratello, [acuii mi domando [che storie; abbiano
Your brother, to whom I wonder which stories they-have
raccontato t; t; ], era molto preoccupato
told was very worried

These are tensed wh-islands, cases where subjacency gets it just about right
for English by ruling extraction out altogether (Rizzi didn’t discuss adjun'ct
extraction, so we’ll just leave that aside here). Why are they allowed in
Italian? ‘

One solution would be to say that subjacency just doesn’t hold in Italian,
but Rizzi shows that this isn’t right. The CNPC is respected in Italian:

(40) *Tuo fratello, a cui; temo la possibilita che abbiano
Your brother, to whom I-fear the possibility that they-have
raccontato tutto t, ...
told everything, ...

Even more interestingly, Rizzi shows that the wh-islands of a more compli-
cated sort do exist in Italian. Extraction from a wh-island inside another wh-
island is impossible. Example (41a) gives the basic structure with one
wh-island contained within another. This structure, like its English counter-
part, is fine, since both the wh-movements that form the respective wh-islands
are local, as the coindexed traces indicate. However, if we try to extract from
the lowest island, ungrammaticality results in both English and Italian, as
(41b) shows (in this example, I've only indicated the coindexed trace of the
illicitly moved relative element):

(41a) Mi sto domandando [ a chi; potrei chiedere t; [ quando,

I am wondering to whom I-may ask when
dovrd parlare‘di questo argomento t, ]

I'll have-to i~ speakabout this topic -
‘I'm wondering who I can ask when I'll have to speak about this
topic’

(41b) *Questo argomento, [ di cuii mi sto domandando [ a chi
This topic of which I am wondering .to whom
potrei chiedere [ quando dovrd parlare t, ]]], mi
I-may ask when T'll-have-to speak to-me

sembra sempre pill complicato

seems ever more complicated

“This topic, which I am wondering who I can ask when I'll have to
talk about, seems more and more complicated to me’
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Rizzi concludes that the only reasonable solution is that subjacency holds in
Italian but that Italian has different blocking categories from English.
Specifically, the blocking categories in Italian are CP and DP, rather than IP
and DP, In this way, the above data are accounted for, as we can see in (42),
where the Italian BCs are highlighted:

(42a) Tuo fratello, [a cui mi domando [cp che storie.
Your brother, to whom I wonder which  stories
abbiano raccontato tt ], era molto preoccupato
they-have told was very  worried
((39). One Italian BC crossed)

(42b) *Tuo fratello, a cui,  temo [pp la possibilita [cp che
Your brother, to whom I-fear the possibility that
abbiano  raccontato tutto t, .
they-have told everything, ...
((40). Two Italian BCs crossed)

(42¢) *Questo argomento, [ di cuii, mi sto domandando [cpa chi

This topic of which I am wondering to whom
potrei chiedere [, quando dovrd parlare t, ]]], mi
I-may ask when  I’ll-have-to speak to-me
sembra sempre pii complicato

Sé€ms ever  more complicated

((41b). Two Italian BCs crossed)

And compare (39) ( = (42a)) with its English counterpart: here the different
BCs in the different languages are highlighted:

(43a) Tuo fratello, [ a cui, mi domando [cp che storie. abbiano raccontato
t; t; era molto preoccupato (One Italian BC crossed)

(43b) *Your brother, who, [;p I wonder which stories [;p they've been
telling t,, was very worried (Two English BCs crossed)

And so Rizzi showed that languages can differ according to which
BCs they select. His analysis of the difference between English and
Italian, although convincing in itself, raises another question: what is the
range of choice among the BCs that UG makes available? Could we
expect to find a language in which VP and AP were barriers? If not,
why not? What we need is a more principled way of deciding what the
possible BCs are, both in UG and at the level of the parametric choices

made by different languages. This is going to be the principal topic of
Section 4.4,

4.2.4 Conclusion
In this section we’ve seen the following points:

* the proposal that wh-movement is successive cyclic, and bounded by

s
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subjacency (see (32))
* the Strict Cycle Condition (see (34)
* how subjacency accounts for (most) island constraints
* Rizzi’s proposal that Italian chooses different BCs from English.

In Section 4.4, we’ll come back to the question of giving a more principled
account of what the class of BCs is. Before doing that, however, I want to
introduce some more data regarding wh-movement, and the other main local-
ity principle: the Empty Category Principle.

4.3 The Empty Category Principle

In this section, I want to introduce the Empty Category Principle (ECP). This
principle constrains Move-o. by imposing an LF licensing requirement on
traces. Although the ECP is intended to apply to all traces, including wh-
traces, DP-traces and head-traces, in this section I’ll restrict the discussion to
wh-traces (we’ll look at how it extends to other kinds of traces in 4.5). Since
it’s a condition on traces rather than on movement, the ECP can be made to
distinguish different kinds of traces. In this way, as we'll see in 4.3.1, it can
account for the phenomenon of argument-adjunct asymmetries. It can also
handle the constraints on wh-movement in languages which appear to lack
an overt version of this movement, as we’ll see. In 4.3.2 I'll introduce another
locality phenomenon, the complementizer-trace effect; we’ll see that the ECP
can handle this, and can give a very interesting analysis of the parametric
variation associated with it. Finally, 4.3.3 looks at some extensions of the ECP
proposed by Kayne; in this section, Pl also introduce the intriguing phe-
nomenon of parasitic gaps.

4.3.1 Argument-Adjunct Asymmetries
4.3.1.1 Lexical Government and Antecedent Government
Up to now, I've presented the constraints on wh-movement, whether appear-
ing as islands or unified under subjacency, as blanket constraints on any
kind of movement. But in fact there are important differences between
arguments of certain types and adjunct elements with regard to extraction.
These differences emerge if we compare the extraction of a direct-object
wh-element from a wh-island - seen in (44) (which is the repetition of
(36)) — with extraction of an adverbial element from the same island, seen
in (45):

(44a) [, Whose car; were [ you wondering [, how, [}, to fix t, t]?

(44b) ?*[p, Whose car; were [ You wondering [, how; [, you should

fix t;t,]?
(45a) *How, were you wondering [ WHOSE CAR; TO FIX t;t; ] ?

(45b) *How, were you wondering [ WHOSE CAR; YOU SHOULD FIX t; t; ] ?
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The difference between (44) and (45) seems to be as follows: while the argu-
ment-extraction examples in (44) are very awkward, they are intelligible; in
examples like (45), on the other hand, it is all but impossible to see the inter-
pretation that is being looked for (with how interpreted as modifying the
lower clause, looking for an answer like ‘with a spanner’ in each case). This
suggests that the badness of adjunct-extraction has to do with an LF condi-
tion which prevents certain kinds of interpretations. This is where the ECP,
which we can think of as an LF-condition on traces, comes in. As a first for-
mulation, let’s take the following:

ECP:
(46) Traces must be properly governed

‘Proper government’ here means a subspecies of government. Or, more pre-
cisely, it refers to two subspecies of government:

Proper Government:
(47) either: government by a lexical head (lexical government)
or: government by the moved category (antecedent government)

To see how the ECP accounts for these asymmetries, we need to look again
at the definition of government that I gave in 2.2.2, (16):
Government:
o, a head, governs P if and only if
(48a) o c-commands B
(48b) no barrier dominates §§ but not o
Barrier:
(49) Any XP except IP

Here’s the structure of a simple clause (glossing over the ‘split-Infl’ structure
once more):

(50) CP

Subject I

P

I VP

VP Adjunct
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I'm assuming that adjuncts are adjoined to VP. In that case, adjuncts are not
governed by anything, given the definitions in (48) and (49). Complements,
on the other hand, are always governed by the lexical head that selects them.
So complements are always lexically governed and adjuncts never are. This
means that traces in complement position always satisfy the ECP, while
adjunct traces can only satisfy the ECP by being antecedent-governed. So
now we need to look more closely at antecedent-government.

We'll elaborate our conception of antecedent-government steadily over
Sections 4.4 and 4.5 — in fact, we’ll see that it comes close to giving us the
key unifying concept for the theory of locality in 4.5. For the moment, it’s
enough simply to state that antecedent-government is defined in terms of
blocking categories just like subjacency:

Antecedent Government:
a, a moved category, antecedent-governs B if and only if

(51a) o c-commands f
(51b) no more than one blocking category dominates  but not o

For now, we retain from the previous section the idea that IP and DP
are blocking categories. You might notice that the definition of antecedent-
government in (51) isn’t really much like the definition of government in (48).
Unifying these definitions is one of the tasks of Section 4.4.

So, given the definition of antecedent-government in (51), the ECP basi-
cally requires that an adjunct trace be subjacent to its antecedent, otherwise
it will not be licensed at LF. If the trace fails to be licensed at LF, then the
interpretation of the antecedent-trace relation will not be available, and the
effect of uninterpretability that we noticed in (45) will arise. So, an ECP vio-
lation and a subjacency violation give different kinds of ungrammaticality:
subjacency violations give rise to syntactic awkwardness, while ECP viola-
tions are usually uninterpretable on the intended reading. Sometimes, as in
the case of infinitival wh-islands, the subjacency violation appears to be rather
mild, as we’ve seen.

The argument-adjunct distinction can be found in the other islands that
we've seen. We can see this in the following examples:

(52a) CNPC:
*How, do you believe [ the stories that [ John fixed your car t; ]] ?

(52b) Subject Island:
*How, would [ to fix your car t, ] be best ?

In each of these cases, in addition to the syntactic awkwardness created by
the violation of subjacency, the intended interpretation (where how modifies
the predicate inside the island, indicated by the position of the trace inside
the brackets) is all but impossible to perceive. This is because the traces
fail the ECP, since they are neither lexically governed nor antecedent-
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governed. They are not lexically governed because they are adjuncts, and they
are not antecedent-governed because their antecedent is separated from them
by more than one BC (see the discussion of these island effects in the pre-
vious section).

In fact, calling these effects argument-adjunct asymmetries is slightly mis-
leading. If you look again at the definition of lexical government, and at the
clause structure in (50), you'll see that subjects are not lexically governed
either. In (50), the subject position — Spec,IP - is governed by C, but C isn’t
lexical. So subjects ought to pattern with adjuncts as far as the asymmetries
in (44) and (45) go. In fact this is basically true, as we can see from exam-
ples like (53):

(53) *Which band, were you wondering whether t; will play that song ?

If we assume that whether is in SpecCP here, the dependency between which
band and its trace crosses two IPs, that is the subject trace fails to be
antecedent-governed. Since the subject is not lexically governed, the sentence
is very bad. On the other hand, subjects that are in positions governed by a
lexical head, typically a verb, are lexically governed and so we don’t find the
kind of violation seen in (53):

(54) Which band, did you consider t, to be the best ?

Remember that complements to ECM Verbs like consider are AgrSPs: see
2.2.3. Leaving aside ECM subjects, we should really talk about ‘comple-
ment/non-complement asymmetries’ instead of talking about ‘argument-
adjunct asymmetries’. In fact, for now I'll use both terms synonymously. We’ll
come back to this and related points in the next subsection.

4.3.1.2 The ECP at LF: Comparative Evidence

There’s very interesting and important comparative evidence that the ECP
holds of LF, while subjacency holds of overt movement. This comes primar-
ily from Huang’s (1982) study of wh-movement and related phenomena in
Chinese. As we saw in 2.6.3, wh elements don’t undergo overt movement in
Chinese: 3 =

(55a) Zhangsan yiwei Lisi mai-le s'ﬁenme? -
Zhangsan think Lisi bought what
‘What does Zhangsan think Lisi bought?’

(55b) Zhangsan xiang-zhidao Lisi mai-le shenme
Zhangsan wonders Lisi bought what
‘Zhangsan wonders what Lisi bought’

As we mentioned in 2.6.3, it’s natural to think that Chinese behaves this way
because it has a weak wh feature (although we also mentioned that Watanabe
(1992) proposes a different view).
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What we’re interested in here, though, is the fact that Huang shows that
covert wh-movement in Chinese is subject to the ECP. In other words, we don’t
find the island constraints that affect movement of complements that we
looked at using English data in 4. 1' ‘

(56a) CNPC (relative clause): )
ni  zui xihuan [SHEI MAI DE SHU ] ?
you most like who buy Prt book
‘Who is the x such that you like the books x bought?’

(56b) Subject Condition: .
[ WO MAI SHENME | zui hao ? !
I  buy what most good
‘What is it best that I buy?’

(56c) Argument wh-Island:
ni xiang-zhidao { WO WEISHENME MAI SHENME ] ?
you wonder I why buy what
‘What is the x such that you wonder why I bought x ?’

e

But we do find that adjunct wh-elements inside wh-islands cannot be inter-
preted. Hence (56¢) cannot have the interpretation ‘What is the reason x such
that you wonder what I bought for x ?” Huang interprets this fact as show-
ing that adjuncts cannot move out of wh-islands at LE In other words,
adjunct-traces are subject to the ECP. Huang proposes that the ECP applies
to the traces of covert movement, that is, that the ECP is an LF-condition on
traces while subjacency only constrains overt movement. LF-movement of
complement wh-elements as in (55) and (56) is fine, therefore, whether these
elements are in islands or not. The traces of these movements are uniformly
lexically governed. On the other hand, adjunct traces fail to be antecedent-
governed where their antecedent is moved out of an island (see the defini-
tion of antecedent-government in (51)); the adjunct traces fail the ECP in
examples like (57a), and the interpretation is unavailable. In a similar way,
we account for the ungrammaticality of sentences with a wh-element inside
other kinds of islands — these examples contrast with those in (56a and b)
(the English translations indicate the interpretation of ‘why’ which is relevant
here; these translations are of course also ungrammatical in English with the
coindexation given):

(57a) CNPC (relative clause):
*ni zui  xihuan [ WEISHENME MAI SHU DE REN |?
you most like why buy book Prt person
‘Why, do you like [the man who bought the books t;, ]?’

(57b) Subject Condition:
* WO WEISHENME MAI SHU ] zui hao ?
I why buy book most like
‘Why, is [ that I buy the books t, ] best ?’
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Huang’s work gave a very nice cross-linguistic confirmation of the existence
of covert movement and of the distinction between subjacency and the ECP.
However, there are clearly connections between subjacency and the ECP, in
particular in that antecedent-government, as we defined it in (51), seems to
be very close to subjacency. We also have to look more closely at the notions
of blocking category, relevant for subjacency and antecedent-government, and
barrier, relevant for government and lexical government. These are the cen-
tral issues addressed by the Barriers system (Chomsky (1986b)); we’ll look

at them in detail in 4.4.

4.32 Complementizer-trace Effects and the Null Subject Parameter
Revisited

4.3.2.1 Complementizer-trace Effects

The original motivation for the ECP didn’t in fact come from the asymme-
tries that we’ve been looking at, but from Complementizer-trace effects
(henceforth C-t effects). The observation here is that extraction of a subject
across a complementizer is not good:

(58) *Who, did you say that t; wrote this song?
For a while in the 1970s it was thought that examples like (58) were evidence

that wh-traces were subject to Principle A of the binding theory. In this way,
(58) is assimilated to examples like:

(59) *Mick, thinks that himself; is the greatest

However, wh-traces are fine in object position in this kind of example, unlike
anaphors:

(60a) Who, did you say that Phil admires t; ?
(60b) *Mick, thinks that Marianne admires himself,

Comparing (58) and (60a), we see another example of a complement/non-
complement asymmetry (a subject-object asymmetry in this case), and so the
ECP is the relevant principle. In (58a), the subject trace is not lexically gov-
erned, unlike the object trace in (60a). If the subject trace also fails to be
antecedent-governed in (58), then we can rule it out by the ECP.
According to the definition of antecedent-government in (51), however, the
subject trace in (58) would be acceptable. We can see this if we look more
closely at the structure of (58), taking into account successive-cyclic move-

ment and highlighting the BCs:
(58" *[p; Who; did [ you say [cp, t'; that [p, t; Wrote this song nm?

Who moves from the lower subject position (SpecIP,) to SpecCP,, crossing
just the one BC, IP,. The second step of movement takes it to SpecCP,, cross-
ing just IP,. So there is no step of movement that crosses two BCs here. In
fact, the movement appears to be exactly the same as that which the object
wh-element undergoes in (60a), as you should be able to see.
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An important clue to what’s going on in (58) comes from the
grammaticality of examples like (61), where that has been dropped (an
option which is generally available in finite complements to verbs in
English):

(61) Who, did you say t, wrote this song?

Example (61) presumably looks like (62') if we take successive cyclicity into
account:

(62') [p; Who, did [, you say [cp; t'; [py t; WroOte this song ]]]] ?

The contrasts between (58) and (60a) and between (58) and (61) show that
subject-extraction is sensitive to the presence of a complementizer: the
Complementizer-trace effect.

We can account for the C-t effect in terms of the ECP if we say that the
presence of the complementizer in (58) blocks antecedent government of the
subject trace. Since the subject isn’t lexically governed, the presence of the
complementizer leads to ungrammaticality. Complements, on the other hand,
atrle quite indifferent to the presence of the complementizer, as (60a) and (63)
show:

(63) Who, did you say Phil admires t; ?

ﬁowever, we just pointed out that the definition of antecedent government
in (51) allows the subject trace to be antecedent-governed in (58). More gen-
erally, the definition in (51) won’t distinguish between the presence and the

absence of a complementizer.
We can handle complementizer-trace effects by adding a notion of ‘mini-
mality’ to the definition of antecedent government, as follows:

Antecedent Government (Revised):

a, a moved category, antecedent-governs B if and only if
(51a') o c-commands B
(51b') no more than one blocking category dominates f but not o

(51¢") there is no filled C-position that minimally c-commands p and does
not c-command o

The definition of minimal c-command was given in 1.4.2 (68), as follows (and
see the Appendix to Chapter 2):

Minimal C-command: '
(64) o minimally c-commands P iff o c-commands B and there is no v,
such that y both c-commands B and does not c-command o )

Let’s look at the relevant parts of (58) to see how (51') handles C-t
effects:
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(65) CP

t'.  (that)

1

We can see that C minimally c-commands the subject: it c-commands the sub-
ject and there is nothing else that c-commands the subject without also c-
commanding C. By (51c'), then, when C is overt it will block
antecedent-government between the trace in SpecCP and the trace in SpecIP.
Since the trace in SpecIP is not lexically governed, it will violate the ECP
when C is overt. This accounts for C-t effects. On the other hand, if the
Complementizer is not overt, in other words if that is not present, (51c')
allows the subject trace to be antecedent-governed by the trace in SpecCP
(t’)-

Rule (51c') doesn’t make reference to complementizers as such, just to
the presence of a filled C-position. We saw in 1.4.2.2 that in main clauses
C can be filled by a moved auxiliary (I). Usually, in main-clause wh-questions
in English, C must be filled by a moved auxiliary — in other words
I-to-C movement is obligatory. However, when the subject is questioned,
I-to-C movement is impossible. The following contrast shows this:

(66a) Which girl, didj he t kiss t, ?
(66b) *Which girl, didj tt; kiss him?
(66c) Which girl, t, kissed him?

(51c") tells us why I-to-C movement (which in these examples is instantiated
by movement of do) is impossible. Where I, containing the overt element do,
raises to C, we have a structure like (67):

(67) CP\
Spec C
7N
C 1P
| PN
I Spec I'\
I VP
l l
Which girl, did, t ot leave

Locality 207

Here did acts like that in (58), and blg"g:ks the antecedent-government rela-
tion between which girl and its trace. /Object traces are unaffected, because
they are lexically governed (and here T-to-C is obligatory for reasons con- -
nected to the wh-criterion: see 2.6.3).

Adjuncts are not sensitive to C-t effects, as (68) shows:

(68) How, did you say [cp t'; (that) [}, he fixed your car t1]?

The presence or absence of that has no effect on the grammaticality of (68).
Now, adjunct traces are like subjects in not being lexically governed, so we
have to see why the presence of that does not affect the ability of the adjunct
trace #; in (68) to be antecedent-governed.

Sticking to the idea that adjuncts are adjoined to VP, 7, in (68) appears in
the following configuration:

(69) CpP
S/ \C
pec '
N
C IP
\I'
7N
I VP
s VP Adjunct
l
t', (that) t,

1

The category which minimally c-commands the adjunct in (69) is I (the VP
that the adjunct adjoins to doesn’t c-command it — see the discussion of
adjunction in 2.6.4). The other two clauses of (51) allow t', to antecedent-
govern £ t'; c-commands ¢, and only one BC - IP — intervenes, We see then
that it is clause (51'c) of the definition of antecedent-government that is cen-
tral in accounting for C-t effects.

4.3.2.2 The Null-subject Parameter Again

C-t effects have been of great interest for comparative syntax. The basic
observation was originally made by Perlmutter (1971), and has become
known as Perlmutter’s generalization. This generalization states that null-
subject languages do not show C-t phenomena (on null-subject languages, see
3.3.3). This is illustrated by Italian sentences like (70):

(70) Chi hai detto che ha scritto questo libro?
Who have-you said that has written this book?
‘Who did you say wrote this book?’

As you can see from the gloss and from the English translation (which, in
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order to be grammatical, does not contain a translation of che = ‘that’), the
extracted category chi is the subject of the embedded clause. The comple-
mentizer is also present (this is obligatory in this context in Italian), and the
sentence is fine.

One way to handle (70) is to say that (51'c) is switched off in some lan-
guages. However, this is rather an uninteresting ‘solution’ to the problem, and
does not offer any direct way to capture the correlation with the availability
of null subjects (the ability to license pro in subject position, as we saw in
3.3.3). A much more interesting approach was suggested by Rizzi (1982). He
connected Perlmutter’s generalization to the availability of ‘free inversion’ in
null-subject languages. In 3.3.3.3, we saw that the subjects in examples like
(71) are in a postverbal position (distinct from the direct-object position -
see 2.3.2), while pro occupies the subject position:

(71a) Hanno telefonato molti studenti
Have-3P1 phoned  many students (P1)
‘Many students have phoned’

(71b) Vinceremo noi
Will-win-1P1 we (1P1)
‘We will win’
Let’s suppose that the postverbal subjects are in a position adjoined to VP.
We can now account for Perlmutter’s generalization by saying that C-t effects
can be apparenty violated in null-subject languages, since subjects can be
extracted from the adjunct-like postverbal position. The definition of
antecedent-government in (51') allows a trace in VP-adjoined position to be
antecedent-governed by a trace in SpecCP whether or not C is overt.
Extraction of the postverbal subject is rather like extraction of an adjunct in
English, and as such is not subject to Complementizer-trace effects.
Rizzi’s analysis implies that the representation of (70) is (70'a) rather than
(70'd):
(70'a) [cp, Chi; [;p; pro hai detto [y t'; che [ip, pro ha [yp scritto questo
libro ] t; 111112

(70'b) [cp; Chi; [;p; pro hai detto [epp 'y che [, & ha [yp scritto questo
libro ]J]1] ?

In (70'a), pro in the main clause is an argumental pronoun — the silent ver-
sion of fu (‘yow’) — while pro in the embedded clause is an expletive. The
expletive pro in the embedded clause is formally licensed by AgrS, as we saw
in 3.3.3. This possibility is only open to null-subject languages, hence
Perlmutter’s generalization.

Rizzi’s idea that the subject is extracted from postverbal position in finite
clauses in null-subject languages receives direct support in certain Northern
Italian dialects. In these dialects, a subject clitic appears in many persons of
finite clauses as a kind of ‘extra’ marker of agreement; in fact, it is probably

i 2
P I T R . A e
ah \ i . y
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an overt AgrS. The following examples from the Florentine dialect (from
Brandi and Cordin (1989)) illustrate:

(72a) Mario E  parla
Mario SCL speaks J
‘Mario speaks’ et

(72b) E  parla
SCL speaks
‘He speaks’

(72c) *Parla
speaks

(Brandi and Cordin (1989) and Rizzi (1986b) show that this element is not,
despite appearances, a subject pronoun; for a detailed discussion of these
clitics in many dialects of the region, see Poletto (1993).)

In ‘free-inversion’ sentences like (71), an expletive subject clitic appears in
preverbal position in Florentine:

(73) Gl |~ ’ha telefonato delle ragazze
SCL (MSG) has telephoned some girls (FPL)
‘Some girls telephoned’

As you can see, the preverbal subject clitic that appears when there is
free inversion does not agree with the postverbal subject. Instead, it and
the verb are in a default, third-person-masculine singular form. We can
think of this subject clitic as the one that licenses an expletive pro. In
most languages, including English, expletives are third-person-masculine
singular.

Now, the really interesting and nice fact is this: when the subject is extracted
from a finite clause with an overt complementizer, the default subject clitic
appears. This is shown in (74):

(74a) Quante ragazze tu credi che gli abbia parlato?
How-many girls  you think that SCL(MSG) has (3SG) spoken
‘How many girls do you think have spoken?’

(74b) *Quante  ragazze tu credi che le abbiano  parlato?
How-many girls you think that SCL(FPL) have (3PL) spoken

Example (74a) shows the clitic-agreement pattern typical of a free-inversion
sentence like (73); so we conclude that the subject is extracted from the post-
verbal position. Example (74b) shows the preverbal clitic-agreement pattern
(in other words, the subject clitic agrees with the verb). We can attribute the
ungrammaticality of this sentence to the C-t effect, since the clitic-agreement
pattern shows the subject is extracted from preverbal position. This sentence
is then ruled out in exactly the same way as (58): the subject trace fails to be
antecedent-governed due to (51'c). So this kind of example shows us that the
C-t effect is operative in Italian dialects, the only way for extraction of the
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subject of a finite clause to be grammatical is by extracting from the postver-
bal position. More generally, these facts directly support the connection
that Rizzi made between free inversion and Perlmutter’s generalization.

Putting the discussion here together with that in 3.3.3, we see that four
properties characterize null-subject languages, as opposed to non-null-subject
languages:

(75a) Possibility of phonologically empty referential subject pronouns
(75b) Impossibility of overt expletive pronouns

(75¢) Possibility of free inversion

(75d) Apparent absence of complementizer-trace effects

If a language allows referential pro in subject position, it will have the
other properties in (75) (all other things being equal); if it does not, it
will not have those properties. The way in which the null-subject parameter
ties together a number of apparently unconnected possibilities is very
elegant, and is also important for the theory of parameters, as we’ll see in
Chapter 5.

4.3.2.3 Conclusion

In this section, I've introduced C-t effects, and shown how an addition to the
definition of antecedent-government — (51'c) — can handle these. You’ll have
noticed that (51'c) is hardly an elegant definition. In fact, it is rather trans-
parently designed precisely to handle C-t effects. In that sense, although it
does the job, it is clearly unsatisfactory. We also saw how Perlmutter’s gen-
eralization can be handled in a way that extends the empirical coverage of
the null-subject parameter and allows us to maintain that, despite initial
appearances, null-subject languages do have C-t effects. In other words,
antecedent government works the same way in those languages as in non-
null-subject languages. In the next section, we’ll continue to develop the
notion of antecedent-government.

4.3.3 Connectedness, Preposition-Stranding, and Parasitic Gaps

In this section I'll briefly describe some of the proposals made by Kayne in
a series of papers dating from the early to mid-1980s (collected in Kayne
(1984); see particularly chapters 3 and 8). These proposals primarily concern
the nature of antecedent-government. To a certain extent, they also anticipate
the Barriers framework which is the subject of the next section. In addition to
their theoretical importance, Kayne’s proposals are of considerable empirical
interest.

4.3.3.1 Connectedness
Let’s begin by formulating the definition of antecedent government in terms
of ‘g-projections’, as follows:
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Antecedent Government (Second Revision);
o, a moved category, antecedent-governs B if and only if
(76a) o binds B
(76b) a is connected to a g-projection of y, where y canonically governs §

‘Connected’ here means ‘forms a subtree of the whole tree’. G-projections
(the name is intended to suggest ‘government-projections’) are defined in two

steps. Consider first the configuration in (77):

an /a\
Y )

By the definition in (48), y governs 8. Moreover, y is on the left of 5. We can '.

call this combination of government and linear order the canonical govern-
ment relation (for VO languages; Kayne suggests that OV languages may
have a different canonical government configuration, but we’ll leave that
aside). In (77) o is either a g-projection of 8, or of some category B of which
d itself is a g-projection. The latter is true just where 8 contains a canonical
government configuration, as follows:

(78) B
VRN
€ B

A further condition is that the lowest head in the sequence of g-projections
must be a structural Case-assigner (in terms of the government-based Case
theory which Kayne was assuming - see 2.2). Finally, the usual X' projections
of X (that is, X' and XP) are also g-projections of X, and of whatever X is a
g-projection of.

So g-projections ‘start’, as it were, from a structural Case-assigner and ‘go
up the tree’, first following the X'-projection, and then, following the canon-
ical government configuration in (77), going to the projection of ‘the next
governor up’. The fact that in (77) o can be the g-projection of something
which & is the g-projection of shows that g-projections can ‘percolate up’ a
tree. In this way, the g-projection of a deeply embedded category can go all
the way to the root of a tree.

As usual, this kind of abstract notion is much easier to understand
in practice. So let’s take a simple example of extraction of an object (ignor-
ing for the moment the fact that object traces are always lexically
governed):

(79)  Who, did you see t, ?
Example (79) has the structure in (80):
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80 CP
(80) S P \c-
pec
N
C P
/ \1 ;
DP ' -
SN
P
Who, did; you see t,

L]

The verb see is a structural Case-assigner. VP (and V', not indicated here) is
a g-projection of V, since it is an X'-projection of V.1' is a g-projection of V,
since I and VP are in a canonical government configuration. IP is also a g-
projection of V, since it is a projection of I'. C' is a g-projection of V, si.nce C
and IP are in a canonical government configuration. And because C' is a g-
projection of V, so is CP. So the g-projections of V go all the way to the root
of the tree, CP. V canonically governs the trace, and the moved category who
is connected to (forms a subtree with) a g-projection of V, namely CP. Hence,
by the definition of antecedent-government given in (76), who antecedent-

governs its trace. '
We'll look at two main empirical domains that this system accounts for:

cross-linguistic differences in Preposition-stranding, and the interaction of the
Subject Condition with parasitic gaps.

4.3.3.2 Preposition-stranding o
Preposition-stranding is of interest because of the cross-linguistic differences

that are found. Compare the English and French sentences in (81):
(81a) Who, did you vote for t;?
(81b) *Qui, as-tu voté pour t,? ( = (81a))

These sentences both have the structure in (82):

(82) CP
Spec/ \C'
PN
C 1P
7N,
PN
1 VP
V/ \P
g

DP

P\
DP

l |

Who; did, you ¢ vote for t;
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There is no independent reason to propose a structural difference between
these two sentences, and yet the French one is bad while its English counter-
part is good.

Let’s begin by supposing that Prepositions are not lexical governors; this is
not implausible, since Prepositions are in many ways like functional categories.
So the trace in (82) has to be antecedent-governed in order to satisfy the ECP.
In terms of the approach described above, we can see why the English sen-
tence is good: P is a structural Case-assigner, PP is a projection and therefore
a g-projection of P,and VP is a g-projection of P since V and PP are in a canon-
ical government configuration. The rest is as described above for (79/80).

What about the French example? Here, Kayne’s idea (which we mentioned
briefly in Section 2.5.3) that English Prepositions are structural Case-assign-
ers becomes crucial — or rather its inverse, namely that French Prepositions
are not structural Case-assigners. Categories which are not structural Case-
assigners are not able to project g-projections. Hence the trace of the stranded
Preposition in (81b) cannot be antecedent-governed. If Prepositions are not
lexical governors, then this trace fails the ECP altogether. So we are able to
link the fact that English allows Preposition-stranding to our discussion of
inherent Case in Section 2.5.3. This is an interesting comparative result.

4.3.3.3 Parasitic Gaps

Let’s begin our discussion by looking at the Subject Condition. To see how
Kayne’s approach works here we have to put aside lexical government alto-
gether. So let’s just formulate the ECP as follows:

(83) Traces must be antecedent-governed

In later sections we’ll return to the question of the status of lexical govern-
ment. For the moment, we are entertaining the definition of antecedent-
government given in (76) (this definition actually makes reference to the
head that governs the trace, and so in a way subsumes lexical government).
Now we can look at a typical Subject Condition violation:

(84a) * Which rock star, was that the police would arrest t; expected?
(84b) ??Which rock star, were admirers of t; arrested?

Looking first at (84a), you should be able to see that the subject CP that the
police would arrest t is a g-projection of arrest — here the reasoning parallels
what we saw for (79/80). But what about the rest of the structure? The rele-
vant parts of the structure are as in (85):

(85) CP
/ '~
Spec

C/C'I\IP

wh,  that the police would arrest t;
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Remember that there are basically two ways of forming a g-projection: either
by normal X'-projection or by a canonical government configuration of the
kind in (78). IP is clearly not an X'-projection of CP, in (85). And neither
are CP, and I' in a canonical government configuration (because CP, is to
the left of I'). Therefore the g-projection of arrest stops at CP,. The moved
wh-category isn’t connected to CP,, and so the trace fails to be antecedent-
governed. Successive cyclic movement won’t make any difference, as the
intermediate trace of such movement in SpecCP, (see (35a)) is not
antecedent-governed by the moved wh-element for the reason just given
(although the intermediate trace antecedent-governs the trace in the com-
plement position of arrest).

Example (84b) is treated in just the same way as (84a). The DP admirers
of t;is a g-projection of of, but the g-projection stops there. There is there-
fore no way for the moved wh-category to be connected to the governor of
its trace, and so the trace fails to be antecedent-governed.

Now the really interesting aspect of Kayne’s account concerns parasitic
gaps. Parasitic gaps can be illustrated with the following kind of contrast:

(86a) ??Which book; did you write an essay before reading t, ?
(86b) Which book did you buy t, before reading t, ?

Example (86a) is rather bad (in fact, it’s an example of an Adjunct Island, a
kind of island that we’ll look at in more detail in the next section). But (86b)
is much better. In it there are two gaps for a single wh-element: the object
of buy and the object of reading. Each of these gaps is interpreted as a vari-
able bound by which book, as the interpretation of (86b) clearly shows. The
gap in object position of buy is usually referred to as the ‘real gap’, and the
one in the object position of reading is known as the ‘parasitic gap’. We’ll
write the gap — the one which is the trace of the actual movement — as ¢, and
the parasitic gap as e.

Without going into an analysis of the Adjunct Condition, we can see from
(86) that a parasitic gap is better than a real gap in an adjunct. Kayne shows
that a parasitic gap in a subject inside an adjunct is not good:

(87a) ?How many books, have you read t, [ because you knew the authors
ofe ]?

(87b) *How many books, have you read t; [ because [}, the authors of e,
were famous ]] ?

Let’s suppose that the trace inside the adjunct can be antecedent-governed
by how many books in (87a). The trace in (87b) fails to be antecedent-
governed for the same reason as that in (84): IP is not a g-projection of the
subject or of anything inside the subject. We can thus account for
the ungrammaticality of (87b). Since the parasitic gap is not actually related
to how many books by movement here, we should understand antecedent-
government as a condition on the representation formed by movement, and
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not as a condition on movement, since we want both traces in (87) to be
antecedent-governed by the moved wh-element, but only one of them is the
actual trace of wh-movement.

Kayne also discusses parasitic gaps inside subjects. These typically ‘save’
Subject Condition violations, as the following examples show:

(88a) ?Which rock star, do [pp journalists who talk to €, ] usually end up
disgusted with t, ?

(88b) *Which rock star, do [pp journalists who talk to €, ] usually have
blackmail in mind ?

Example (88b) is a straightforward Subject Condition violation, and we have
seen how Kayne handles this kind of case. Why is (88a) better? To see this,
let’s look a (simplified) tree for (88a):

(89) CP
o
c/ \ IP
DP — T~ r
I/

Spec

\VP
/

\Y AP
A
A PP
| VAN

wh, journalists who talk to € end up disgusted  with t,

One g-projection starts from with, and includes PP (by X'-theory), AP (canon-
ical government), VP (canonical government), I' (canonical government), IP
(X'-theory), C' (canonical government), and CP (X'-theory). So the wh-cat-
egory is connected to with, the canonical governor of t. As for the parasitic
gap, as long as we assume that the head of a relative canonically governs the
relative clause, then the whole subject DP is a g-projection of 0. Now, as
usual, the g-projections of the category inside the subject stop here. However,
there is already a subtree formed by the g-projections of with that the sub-
ject is connected to (forms a subtree with). And the g-projections of with are
connected to the wh which binds the trace inside the subject. So, at one
remove, the trace inside the subject is indeed connected to the wh-category.
In a sense, then, the parasitic gap is truly parasitic, in that it depends on the
real one in order to be antecedent-governed.

Finally, Subject Condition effects can be found with subject parasitic gaps:

(90a) ?Which rock star, do [ teenagers that read articles about e; ] always
try to imitate t, ?
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(90b) *Which rock star; do [ teenagers 10 whom [ stories about e, ] are
told ] always imitate t; ?

The contrast here is clear. Example (90a) is another instance where the gap
inside the subject is saved by the real gap, in the way described above. In
(90b) the parasitic gap is beyond redemption, since its g-projections stop at
the subject of the relative clause. As such they cannot be connected to the g-
projections of the real gap, and so ¢; fails to be antecedent-governed. The con-
trast in (90) (and between (90) and standard Subject Condition cases) is

strong support for an approach like Kayne’s.

4.3.4 Conclusion

In this section, we’ve introduced and elaborated the other major principle of
locality, the ECP. The ECP requires that traces be properly governed, where
proper government means either government by a lexical head other than P
(lexical government) or government by the moved category (antecedent-gov-
ernment). Our definition of government is as follows:

Government:
o, a head, governs B iff:
(48a) o. c-commands

(48b) no barrier dominates P but not o

Barrier:
(49) any XP except IP

We’ve actually entertained two notions of antecedent-government, (51') and
(76), which we repeat here:

Antecedent Government (Revised):
a, a moved category, antecedent-governs f iff:
(51a') o c-commands [
(51b") no more than one blocking category dominates B but not o

(51c') there is no filled C-position that minimally c-commands B and does
not c-command o

Antecedent Government (Second Revision):
«, a moved category, antecedent-governs B iff:
(76a) o binds B
(76b) o is connected to a g-projection of ¥, where ¥ canonically governs

The distinction between lexical government and antecedent government is
needed to account for argument-adjunct asymmetries of the kind we saw in
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4.3.1. Condition (51b') is the same as subjacency (see 4.2). Condition (51¢Y)
is needed just for Complementizer-trace effects, as we saw in 4.3.2. Condition
(76b) effectively imposes a requirement of government ‘all the way along the
path’ from a moved element to its antecedent. Since the definition of gov-
ernment given in (48) refers to barriers, this implies that the notion of bar-
rier may be relevant to the theory of locality.

Although the notions of lexical government and antecedent government
do a lot of empirical work and have some theoretical depth, we clearly
need to sort all this out. There are three principal issues that we need to

address:
(91a) What is the correct definition of antecedent-government?
(91b) What is the relation between antecedent-government and subjacency?

(91c) What is the relation between antecedent-government and lexical
government?

The next three sections are devoted to providing answers to these questions.

4.4 Barriers

This section summarizes the principal proposals in Chomsky’s (1986b) mono-
graph, Barriers. This was the first serious attempt to unify the theory of local-
ity and so to provide answers to the questions raised at the end of Section
43.4. As the title suggests, the central notion is that of ‘barrier’. We’ll deal
first with the proposed approach to subjacency, second with the ECP, and
finally look at how the model captures the locality of head-movement and
DP-movement.

4.4.1 Barriers and Subjacency
4.4.1.1 Adjunct Islands and the Condition on Extraction Domains
The central question in this section concerns the definition of the blocking
categories for subjacency. Up to now, we’ve been assuming that these are 1P
and DP. But why should that be? In fact, we saw in 4.2.3 that in Italian
the blocking categories are CP and DP. What is the total range of permitted
variation in blocking categories and why are some categories BCs but not
others? These are the questions we address here.

Our starting point is the Adjunct Condition. This is another island con-
straint, first noticed by Huang (1982). The observation is that extraction from
inside an adjunct phrase is not allowed:

(92a) ?*Which bottle of wine, was Mick annoyed [ BECAUSE KEITH DRANK
t]?
(92b) ?*Which dignitary, did the band leave the stage [ WITHOUT BOWING
TOt]?
Many speakers find Adjunct Condition violations slightly less bad than
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Subject Condition violations (or other island violations), which I've indicated
here by ‘?*’, as opposed to ‘*’, Here’s (92a) with the BCs highlighted:

(92a') 7*[,, Which bottle of wine; was [, Mick annoyed [, because [y,
Keith drank t, ] ?

How subjacency applies depends on the precise analysis of the adjunct clause:
what is XP in (92a') and what does it dominate? All the examples of embed-
ded finite IPs that we’ve seen so far have been dominated by CPs, and so we
probably want to say that there’s a CP dominating IP, here (see 1.4.1.1). One
possibility is that because is a complementizer. In that case, XP in (92a') is a
CP and its Spec is available for successive-cyclic movement. And then there
is no violation of subjacency here, as each step of movement just crosses one
IP. We could block this by saying that because is in SpecCP, but there’s really
no reason to say this (except to give the right result for subjacency here); all
the SpecCP elements we've seen up to now have been wh-elements, except
for the special case of fronted XPs in verb-second languages (see 1.4.2.4). It
seems more likely that because is a Preposition that selects a CP. In that case,
there is a SpecCP position available for successive-cyclic movement and sub-
jacency (formulated as in 4.2) cannot account for the violation here.

The fact that both subjects and adjuncts are islands is significant, since we
saw in 4.3.1 that subjects and adjuncts are not lexically governed categories.
Huang (1982), in fact, unified the Subject Condition and the Adjunct
Condition under the following constraint, which he called the Condition on
Extraction Domains (or CED):

Condition on Extraction Domains:
(93) No category can be extracted from a category which is not lexically
governed

As we saw in 4.3.1, subjects and adjuncts are not lexically governed, while
complements always are.

The CED is important both in theoretical and in empirical terms. From a
theoretical point of view, it brings out the relationship between classical island
effects of the type generally handled by subjacency and lexical government,
and therefore the ECP. This suggests that a theory of subjacency of the type
presented in 4.2 is missing something, since government plays no role in it.
From an empirical point of view, the CED is important because it does not
make reference to specific categories as BCs, but rather to specific configu-
rations. It implies that any adjunct, whatever its category, will be an island
(the implication has no real consequences for subjects, as they may well be
always DPs in any case). This seems to be correct, as contrasts like the fol-
lowing show:

(94a) *Who, did you meet John [, angry at t, ] ?
(94b) Who, did you make John [,, angry at t. | ?
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The category which linearly follows Jokn in both examples in (94) is arguably
an AP. In (94a), it is an adjunct ( a secondary predicate); in (94b) it is selected
by make. As you can see, extraction from an adjunct AP is much worse than
extraction from an argument AP, It seems, then, that the function or the con-

figuration of a category is more important for determining its islandhood than
its actual category.

4.4.1.2 Defining Barriers

In many ways, the CED provided the cue for the development of the Barriers
system. In this system, a chain of definitions is set up which begins with 6-gov-
ernment. We can think of 6-government as government by an element which
assigns a 6-role to its governee. We can then define the following notions:

L-marking:
(95) @ L-marks B if and only if o 0-governs

L-marking plays a role comparable to lexical government, in that it distin-
guishes complements (L-marked) from subjects and adjuncts (not L-marked).
Notice also that, if we stick to the basic idea that functional categories don’t
assign O-roles, then the structural complements of functional categories are
not L-marked.

Blocking category:

(96) o, an XP,is a BC for B if and only if ¢ is not L-marked and o dom-
inates 8

This definition replaces the characterization of BCs as IP and DP that we
gave in 4.2.1. We can now define barrier:

Barrier:
a is a barrier for B if and only if
either:
(97a) a is the first maximal category that dominates y, a BC for
or:
(97b) o is a BC for B, and o is not IP

Again, this definition supersedes the one we’ve been working with up to now.
Definition (97) says that there are two ways in which something can be a
barrier: either by inheritance from a BC it dominates (97a), or by simply
being a blocking category, (97b). As in the simpler definition we’ve been using
up to now, IP is excluded from the class of intrinsic barriers (remember that
‘IP’ means all V-related functional categories). The definition in (97) says that
barrier is a relational notion rather than an absolute one — a is a barrier for
B if the conditions given obtain.
Finally, we redefine subjacency in terms of barriers:
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(98) In the following structure, 0. and P cannot be related by movement:

o o [ o BT ]

where o, and P are separated by more than one barrier B

So now we should go through the class of island constraints, including the
Adjunct Condition, in order to see how this particular approach works.

Before looking at any bad examples of extraction, though, we have to make
sure that we don’t rule out any good cases. So let’s take a very simple exam-
ple, where nobody would doubt that extraction is possible:

(99) Who, does Phil think [cp t; Loretta likes ¢; 1?

Does the first step of movement, from 7 to t', cross any barriers? In fact, yes.
In (99), the direct object is extracted out of VP. Nothing 6-marks VP, and so,
according to the definitions we’ve given, VP is not L-marked. Therefore VP
is a BC for the object trace and, by (97b), a barrier for the object trace. IP,
which is the first XP dominating VP, is a barrier by inheritance; see (97a). So
two barriers intervene between f, and ¢', and subjacency should be violated.
Exactly the same is true of the matrix clause; here too, VP is not L-marked
and so is a BC and a barrier, making IP into a barrier and creating a subja-
cency violation. So we have a problem; the definitions proposed give the
wrong result in some very simple, well-formed examples. The same problem
arises if we assume a split-Infl clause structure, as you should be able to see.

It’s clear that the problem here has to do with VP. Chomsky proposes two
solutions to this. One is to assume that there is an abstract sense in which I
(or some element of the I-system) 6-marks, and so 6-governs, VP. In that case,
the problem is solved as VP is 1-marked. The difficulty with this solution is
that it extends the notion of 9-assignment rather far; it is not easy to relate
whatever semantic relation may hold between I and VP to notions such as
Cause and Patient (see the discussion of o-roles in 2.1).

The other solution extends the notion of successive cyclicity one step fur-
ther. Chomsky proposes the following two ideas:

(100a) Any category which doesn’t receive a B-role can be adjoined to
(100b) Only categories, not segments of categories, can be barriers

I briefly introduced the distinction between categories and segments earlier
in 2.6.4. Let’s recapitulate. In an adjunction structure like (101), the category
adjoined to, XP, is divided into two ‘segments’. Neither of these segments is
the category itself, and therefore (100b) says that neither of them can be a

barrier for YP:
(101) XP
/7 O\
YP XP

If it’s possible for YP to adjoin to XP, then, XP cannot count as a barrier for
YP.
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As we have seen, VP most probably is not 8-marked. Hence the object can
adj.om to VP in (99). In that case, VP does not count as a barrier because
neither of its segments can be a barrier. So, the true representation of (99)
should be (99'):

(99') Who, does Phil [y t"} [p think [, t"; Loretta [y, t'; [y likes ¢, mn?

Here, each step of successive-cyclic movement is well-formed, as no barriers
are crossed. Neither of the VPs are barriers because they can be adjoined to.

4.4.1.3 Barriers and the Island Constraints

Now we can look at the various islands. Let’s begin with the CED. The CED
bans extraction from categories that are not lexically governed: subjects and
adjuncts. If we equate lexical government and 6-government, then we see that
subjects and adjuncts are not L-marked, by (95). Since they are not L-marked,
sp.ch categories are BCs, by (96). And hence, if they are not IP, they are bar-
riers by (97b). More concretely, let’s look again at the typical Subject
Condition violation:

(102a) *Which rock star, was that the police would arrest t, expected ?
(102b) ??Which rock star, were admirers of t; arrested ?

Here, in each case the subject is not L-marked, and is therefore a BC (by
(96)) and a barrier (by (97b) - subjects are never IPs). Because the subject
is a barrier, the IP that immediately dominates it is a barrier by inheritance
(97a). Therefore movement from within the subject to the matrix SpecCP
crosses two barriers, and subjacency is violated. The option of adjunction to
VP plays no role here, but we have to make sure that IP is not adjoined to.
Since IP is not ©-marked, it could in principle be adjoined to, given what we
said in (100a). To get around this, let’s just assume that IP is never available
as an adjunction site. In that case, there is no derivation of (102) that does
not violate subjacency.

. Next consider the Adjunct Condition. I repeat the example from (92a’)

ere:

(92a") ?7*[p; Which bottle of wine, was [, Mick annoyed because
Keith drank t, ] ? e [xe [ir2

Here XP, whatever its category, is not L-marked, and hence is a BC and a
barrier. We’ve been assuming that adjuncts are adjoined to VP. In that case,
IP is a barrier by inheritance. So extraction from an adjunct violates subja-
cency. However, there remains the possibility of adjunction to XP. Since XP
is not assigned a 6-role, this is possible, in which case XP will not be a bar-
rier and IP will not be a barrier by inheritance. This is a problem for the
approach Chomsky gives in Barriers.

Consider next wh-islands. Here we’re only concerned with extraction of
arguments; we’ll look at extraction of adjuncts in the next section. The rele-
vant examples were given in (36):



222 Comparative Syntax

(36a) ?[p, Whose car, were [, you wondering {cp how; [jp to fix ¢, £, ] 2

(36b) ?*[p; Whose car; were [}, you wondering {cp2 how, [, you should
fix t; t; 17

For the version of subjacency that defines IP and DP as barriers, the crucial
problem with these examples is that whose car has to cross two IPs on its
way to SpecCP,, since how occupies SpecCP,. On the other hand, the Barriers
system, as I've presented it so far, is unable to rule out these examples. IP
can only be a barrier by inheritance, and so, given the option of VP-adjunc-
tion as described above, neither IP is a barrier in (36). The full representa-
tion of (36a), taking VP-adjunction of whose car into account, is (36a’):

(36a') ?[cp, Whose car; were [ip; You [yp; t"; [yp; Wondering [cp, oW, lip2
10 [yp, t'; [yp fiX 4 ¢ i ?

Let’s see what the barriers here are: the segments of VP, are not barriers by
(100b); IP, is not a barrier because IP can only be a barrier by inheritance;
Cp, is not an intrinsic barrier because it’s L-marked by wonder, but it is a
barrier by inheritance from the non-L-marked IP,. Finally, neither segment
of VP, can be a barrier.

Chomsky concludes that this is not necessarily a bad result, given that the
subjacency effect here is quite weak. Crossing one barrier gives a certain awk-
wardness, but not real ungrammaticality. To account for the contrast with
(36b), Chomsky suggests that the most deeply embedded tensed IP can be
an inherent barrier. Thus, if IP, is a barrier in (36b), and CP, is a barrier by
inheritance, movement from the lower clause to the higher clause violates
subjacency. It may be possible to account for Rizzi’s evidence that Italian
chooses different barriers (see 4.2.3) with the idea that tensed IP is never a
barrier in Italian. In that case, wh-island configurations can be readily
extracted from.

Next, the CNPC. Here, once more, are the typical examples:

(33a) *Which band, did you write [, A SONG WHICH [;p WAS ABOUT t; ]] ?

(33b) *Which band, did you believe [, THE CLAIM THAT [}, WE HAD SEEN
t11? (see (9) ;

The relative-clause example in (33a) is straightforwardly handled by the
Barriers system. The head of a relative clause, a song in this example, does
not 0-govern the CP that modifies it. Therefore, this CP is not L-marked, and
so is both a BC and a barrier. This CP is dominated either by NP or by DP
(which one depends on exactly what analysis we give to relative clauses, and
that’s a question I don’t want to go into here), which is thus a barrier by
inheritance. And so movement out of a relative clause always violates subja-
cency.

In (33b) no barriers are crossed by movement out of the complement to
claim. The CP that we had seen t, is the complement of claim, and so is L-
marked and therefore neither a BC nor a barrier. The entire complex DP is
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the complement of the main verb believe, and so is L-marked. The NP headed
by claim can presumably be adjoined to, since it is not 8-marked. So, as with
wh-islands, no subjacency violation is predicted here. Unlike wh-islands, how-
ever, the possibility of designating tensed IP as a barrier makes no difference,
since the SpecCP of the complement is available for successive-cyclic move-
ment.

The Left Branch Condition in its simplest form cannot be handled by the
Barriers system. That is, there is no account for the ungrammaticality of exam-
ples like the following:

(18) *Whose; did you play [, t, guitar ] ?

DP is L-marked here, and so is neither a BC nor a barrier. We suggested in
4.1 that the ungrammaticality of examples like (18) may be due to a condi-
tion on pied-piping that is peculiar to English, and so this is not really a prob-
lem — in fact, we want our theory of locality to allow the examples that we
looked at from other languages, like (23) and (24).

On the other hand, extraction of the left branch of a left branch, as in (21a),
is ruled out:

(21a) *Whose, did you play [, [pp, t; friend ] ’s favourite guitar ]] ?

Here DP, is not L-marked, and so is a BC and barrier, and DP, is a barrier
by inheritance. So movement of whose violates subjacency here. (Again,
adjunction to DP, might be a possibility, with the result that neither DP, nor
DP, would be a barrier. However, it may be that possessor DPs are 8-marked
- perhaps by ’s - but not 8-governed by anything in DP, since they occupy
Spec,DP; in that case, adjunction to possessors would be impossible.)

Finally, the Coordinate Structure Constraint can’t really be handled by the
Barriers system. Let’s look again at the examples we saw earlier:

(15a) *What, did Bill buy POTATOES AND t, ?

(15b) *What, did Bill buy t; AND POTATOES ?

(15¢) *Which guitar, does KEITH [ PLAY t, ] AND [ SING MADRIGALS ] ?
(15d) *Which madrigals; does KEITH [ PLAY THE GUITAR ] AND [ SING t, ] ?

We could in fact handle (15a) if we assume that and ¢, is a non-L-marked XP
(variants of this idea have been proposed by Munn (1993), Thiersch (1993),
and Kayne (1994)). This XP would be a BC and a barrier, making the
whole conjunct a barrier; and so subjacency would be violated here. Example
(15b) cannot be accounted for along these lines, however. In (15¢ and d) it is
natural to assume that the conjoined categories are not L-marked, and so
are BCs and barriers. However, if they are not arguments, they can be adjoined
tf” and so the fact that they are barriers does not create a subjacency viola-
tion. .
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4.4.1.4 Conclusion
To summarize, in this section I've outlined the Barriers system, which consists

of the definitions in (95-97), the formulation of subjacency in (98), and the fur-
ther assumptions in (100). This system provides a deeper characterization of
blocking categories than the earlier version of subjacency described in 4.2, and
successfully accounts for. the CED, the relative-clause case of the CNPC, and,
with one further assumption, wh-islands. The possibility of adjoining to a poten-
tial barrier and moving on raises problems for the analysis of the Adjunct
Condition and the relative-clause case of the CNPC. However, we have an
alternative possibility for preventing VP from being a barrier in simple cases
like (99): that of assuming that VP is 8-governed by L If we assume this, we
may be able to simply drop the idea that successive-cyclic adjunction can neu-
tralize potential barriers, as examples like (99) are the main cases for which
this idea is needed. For the moment, let’s leave this issue open. We’ll come

back to it below.

4.4.2 Barriers and the ECP
In the previous subsection we saw the approach to subjacency and the
characterization of blocking categories in the Barriers system. In this subsec-
tion, we turn to the ECP. Remember that what we’re interested in is seeing
how we can arrive at a unified characterization of subjacency and the ECP.
The version of the ECP that Chomsky adopts in Barriers is what we saw
in 4.3.1.1. The ECP requires that traces be properly governed, where proper
government is defined as either 8-government or antecedent-government. If
we take 8-government to be broadly the same as lexical government, this cor-
responds to the definition of proper government that I gave in (47) 0of 43.1.1:

Proper Government:
(103) either: government by a lexical head (lexical government)
or:  government by the moved category (antecedent-government)

Government is defined in terms of barriers, as follows:

Government (Revised):
(104) B governs o if and only if there is no barrier for o that dominates

but not o

You’ll notice that this is slightly different from the definition of government
we’ve been working with up to now. It follows from (104), combined with the
definition of antecedent-government in (47) that antecedent-government is
blocked by a single barrier. We see, then, that subjacency and antecedent-
government are closely related: subjacency is blocked by more than one bar-
rier; antecedent-government by a single barrier. So the approach to
antecedent-government adopted in Barriers is like the one we assumed in

(51) of 4.3.
Given these assumptions, the account of argument-adjunct asymmetries
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that emerges is very similar to the one described in 4.3.1.1. Let’s look again
at the typical contrast:

(105a) ?.*[cm Whose car were [, you wondering [p, how, [1p, you should
fix t;t,]?
(105b) *How; were you wondering [, whose car; you should fix t; t]?

As we saw in 4.3.1.1, the contrast here is between the awkwardness of (105a)
and the uninterpretability of (105b). Although both sentences are bad, the
clear difference in their status suggests that different principles are at work
in each case. In (105a), subjacency is violated by the extraction of whose car
from the wh-island (allowing that the finite embedded IP, is a barrier — see
subsection 4.4.1.3). The trace of whose car satisfies the ECP, however, since
it is 6-governed by fix. In (105b), subjacency is violated in exactly the same
way as in (105a); however, here the ECP is violated since the adjunct is not
8-governed, and fails to be antecedent-governed because two barriers inter-
vene between how and its trace: CP, (a barrier by inheritance from IP,) and
IP, (an inherent barrier if tensed).
What about the non-finite counterpart of (105b)?

(106) *How, were you wondering [, Whose car; [jp, to fix t; ¢, 11?

Here IP, is non-finite, and so it is not an inherent barrier. Nevertheless, it is
not L-marked and so is a BC for material it dominates. It is not a barrier, for
the simple reason that we have made an exception for IP - IP can only be a
barrier by inheritance. However, the fact that IP is a BC means that CP, the
first XP dominating it, is also a barrier by inheritance. So CP, is a barrier,
which means that how cannot antecedent-govern its trace here. This accounts
for the ungrammaticality of (106).

Subjects are like adjuncts in typically not being 8-governed. And so an
example like (53), repeated here, is ruled out because two barriers — tensed
IP and CP - intervene between the trace and which band:

(53) *Which band, were you wondering whether t; will play that song ?
As we saw in 4.3.2.1, there is a further complication with subjects: C-t effects,
as in (58):

(58) *Who, did you say that t, wrote this song?

We accounted for (58), and the contrast with the corresponding sentence
without zhat, with clause (51'c) of the definition of antecedent-government:

o, a moved category, antecedent-governs B iff
(51c") there is no filled C-position that minimally c-commands B and does
not c-command o
As I remarked in 4.3.2.1, although this does the job of accounting for
C-t effects, it rather muddies the waters of the definition of antecedent-
government.
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The approach adopted in Barriers consists of defining a further kind of
barrier, a ‘minimality barrier’:

Minimality Barrier:
(107) B is a minimality barrier for o, if and only if:
B is an X' (other than I')
B dominates a
the head of B is lexical

Let’s look more closely at (58):
(58') *Who, did you say [cp t'; [C' that t; wrote this song ]] ?

C' fulfills the requirements for being a minimality barrier for t, here: it is an
X' (but not I'), it dominates t, and its head C is lexical. And so t', in SpecCP
fails to antecedent-govern !, owing to the intervening minimality barrier C’.
Since subjects are not 6-governed, t; violates the ECP. Of course, if that is not
present, then C’ does not fulfil clause (c) of the definition of minimality bar-
rier in (107) and ¢!, can then antecedent-govern . Minimality barriers are
only relevant for government, not movement; hence the notion of ‘barrier’
that is relevant for subjacency does not include minimality barriers, while the
one that applies to antecedent-government does, as we have just seen.

Remember that adjunct traces are not subject to C-t effects, as (68),
repeated here, shows:

(68) How, did you say [, t', (that) [ip he fixed your car t, ]] ?

In Barriers, Chomsky takes over from Lasnik and Saito (1984) the assump-
tion that the antecedent-government requirement applies to adjunct
traces only at LF. Since that can delete at LF (as it has no semantic content)
its overt presence makes no difference to the status of an adjunct
trace. Example (68) is allowed with or without an overt thar because that
is in any case missing at LF. This account also extends to the absence of
C-t effects in null-subject languages. If we follow Rizzi’s proposal that
in examples like (70) the subject is extracted from postverbal position,
and assume that this position is an adjunct position, then (70) has the same
status as (68):

(70) Chi hai detto che ha scritto questo libro?
Who have-you said that has written this  book?
‘Who did you say wrote this book?’

In conclusion, the Barriers version of the ECP covers the principal phenom-
ena that we looked at in 4.3.1 and 4.3.2 (it doesn’t handle the ‘connected-
ness’ phenomena discussed in 4.3.3, however). There is a partial unification
with subjacency: antecedent-government is partly a stricter version of subja-
cency, since it bans the crossing of even one barrier. The ECP also makes
reference to 6-government, which is indirectly implicated in the definition
of BCs and barriers. However, the ECP is also sensitive to minimality

Locality 227

barriers, while subjacency just is not; and this is the principal conceptual
flaw in the attempted unification. I'll present a different version of minimality
condition in 4.5, and return to the question of unifying it with subjacency
in 4.6. . .

Before going on to those matters, however, let’s reconsider th§ relations
between wh-movement and the othe# kinds of movement, a topic that we
have left to one side over the last few sections.

4.4.3 Barriers, DP-Movement, and Head-Movement
Here I want to take a brief look at how the Barriers system can account for
the properties of DP-movement and head-movement.

4.4.3.1 DP-movement . '
Here we want to allow straightforward examples like those in (108) and rule
out cases of ‘super-raising’ and ‘super-passive’ like (109):

(108a) John, seems t; to speak Chinese
(108b) The students, were beaten up t, (by the police)
(109a) *The train, seems that it is likely ¢, to be late

* (109b) *The students; seem that it was told t; that there would be extra
reading V o :

In (108a), movement of Jokhn crosses the lower IP.gnd the VP headed
by seems. Here IP is L-marked by seems, since raising verbs select IP
(see 2.3.3). VP, however, is a BC and a barrier since it is not L-ma¥ked.
The subject of a complement infinitive is not 6-governed by the hlg}ler
verb — we saw in 2.3.3 that raising verbs do not assign 6-roles to the subject
of their infinitival complement. If ¢, isn’t 8-governed here, it must be
antecedent-governed. But the VP barrier intervenes between the trace and
its antecedent. .

At this point, it’s useful to compare (108a) with an example of extraction
of the subject of an ECM infinitive, like (54):

(54) Which band, did you consider t, to be the best ?

In 4.3.1.1, we said that the trace here is lexically governed by consider.
However, this is a case where the switch from lexical government to
6-government has consequences: we clearly don’t want to say that consifier
6-governs the trace here. So the trace in (54) must satisfy the ECP by being
antecedent-governed. Example (54) is well-formed, which means that ther_e
are no barriers at all between which band and its trace here. The lower IP is
not a barrier, since it is non-finite. The VP headed by consider is a barrigr,
but it can be adjoined to and neutralized in that way (see 4.4.1). The matrix
IP is not a barrier. So we correctly allow (54) without assuming that the trace
is 8-governed. (Here and elsewhere we have to ignore the possibility tt}at \'A
is a minimality barrier. Chomsky’s assumption was that V' was simply
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not present; since this work predated the VP-internal subject hypothesis
(see 2.3.4), this was tenable. I'm just going to leave this question to one
side.)

Now look again at (108a). The structure of the example is broadly com-
parable to (54), and we want to see here too how the trace is antecedent-
governed. Again, the lower IP poses no problem. But what about VP? The
option of VP-adjunction is not available for DP-movement. Remember that
VP-adjoined positions are A' (or non-L-related) positions (see 3.3.2.3).
Movement from an A-position to an A'-position and back to an A-position
is not allowed — this is referred to as ‘improper movement’. We can rule out
improper movement with Principle C of the binding theory if we suppose
that traces in A'-positions are subject to this Principle. If we adjoin to VP and
move on, a trace is left in the adjoined position. But since DP-movement
moves to a Case position such as the matrix SpeclP, and since Case positions
are A-positions, then the VP-adjoined trace will be A-bound. In that case, it
will violate Principle C. In other words, movement from A-positions to either
A- or A-positions is allowed, and movement from A'-positions to other A'-
positions is allowed, but movement from A*-positions to A-positions is NOT
allowed.

If DP-movement in (108a) cannot adjoin to VP, then VP should be a bar-
rier. The fact that the example is well-formed tells us that this can’t be right.
To solve this problem, Chomsky makes two proposals, both of which we have

already seen in slightly different guises. First, there is a relation between V '~ "

and I which we can think of as either overt or covert movement (see 1.4 and
2.6.5). Second, there is a relation between I and SpeclP: Spec-head agree-
ment which facilitates feature-checking and/or Case-assignment (see Chapter
2, especially 2.6). We can indicate each of these relations by coindexing, and
this gives the following representation for (108a):

(108a') John, I, seems, t; to speak Chinese

The coindexed elements here form a chain (see 3.5: each element c-com-
- mands and is coindexed with the next). Moreover, by the definition of gov-
ernment given in (104), John governs I and seems governs f,. Allowing that
there is a ‘special relationship’ between I and V which facilitates government
(this seems legitimate, since we know that V-to-I movement is possible in
many languages: see 1.4.1.1), then we have a chain where each element gov-
erns the next. We can in fact think of this as antecedent-government, although
this is an extension of the strictly movement-based definition that we gave
in (47). If we see this chain-relation as a species of antecedent government,
then it follows that the trace is antecedent-governed in (108a). The crucial
step in all of this involves the V-1 relation. As I've already mentioned, at the
price of an implausible extension of the intuitive content of 6-theory, we can
simplify this picture by saying that I 8-marks VP, and therefore that VP is not
a BC or a barrier.

We have no problems allowing simple passive sentences like (108b). The
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trace in the direct-object position is @-governed by the verb, and so satisfies
the ECP. Passives of ECM verbs like (110) are just like raising structures:

(110) George, is widely believed t, to be best

Here the considerations just raised in connection with (108) come in.

What about (109)? In (109a), we want to prevent the formation of a chain
of antecedent-governors comparable to the one that allows (108a). This can
be done if we take it that the coindexing that indicates Spec-head agreement
and the head-head relation between I and V can only arise when those rela-
tions hold: that there is no such thing as ‘accidental coindexation’. In that
case, there is no way for a chain to be formed which connects the train in
the matrix SpecIP with its trace in the lowest SpecIP. More concretely, we

have the following relations in (109a):
(109a") *The train; I; seems; that it; is; likely, t; to be late

The train is coindexed under Spec-head agreement with L I is coindexed with
V, by their special relationship, and of course the trace of the train bears the
same index. However, the trace is too far from seems to be governed by it.
Hence it fails to be antecedent-governed, and, since it is not 9-governed,
violates the ECP. There is another chain formed by the elements bearing the
j-index here, but, even if likely shares that index with is (which is pe;hgps
doubtful), it is of no help to the trace, since the trace hears a distinct
index and there is no way of establishing any kind of equivalence between
them.

Exactly the same considerations apply in (109b), as you should be able to
see. So the trace of the students is not antecedent-governed here. However,
this trace should be 8-governed since it is a direct object, and so there should
be no problem. The ungrammaticality of (109b) implies that 8-government
may not always be enough for well-formedness: the antecedent-government
requirement seems to hold anyway. We’ll come back to this point in the next

section. R

4.4.3.2 Head-movement ) ‘
Turning now to head-movement, what we’d ideally like to do is to derive the

Head Movement Constraint (HMC: see 1.4.2.3(67)):

The Head Movement Constraint .
(111) A head X can only move to the most local c-commanding head-

position
As we saw in 1.4.2.3, the HMC prevents V from moving over I to C in one
step, and so it rules out examples like:
(112) *Have, he could ¢, done it ?

Here I'm assuming that have heads its own VP, and takes another VP headed
by done as its complement. This is where it becomes crucial not to assume
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that I L-marks VP. If it does, then neither VP nor IP are barriers, and so (112)
should be allowed. If I doesn’t L-mark VP, on the other hand, VP is a BC
and a barrier. IP is then a barrier by inheritance, and (112) violates both
antecedent-government and subjacency (and it’s safe to assume that V is not
8-marked by I). The account of (112) also appears to rule out the possibility
of V-to-I movement, which is amply attested crosslinguistically (see 1.4.1.1).
In the discussion of DP-movement above, I appealed to a ‘special relation-
ship’ between V and 1. Chomsky’s proposal is that I 6-marks and therefore
6-governs VP (but not V), but that I does not L-mark VP because only lex-
ical elements can L-mark. So we change the definition of L-marking as
follows:

L-marking:
(95') o L-marks B if and only if o is a lexical category that 0-governs P

This prevents I from L-marking VP, and so VP is a BC and a barrier, as usual.
However, the operation of raising V to I creates a lexical I, and such an I can
then L-mark VP. Hence, V-to-I movement licenses itself, as it were. This does
not affect our conclusions above regarding (112), assuming that a modal like
could is unable to L-mark VP.

In general, I-to-C movement of the kind that creates inversion and verb-
second structures (see 1.4) is allowed, since IP is not an inherent barrier.
Movement from I to a position higher than C is ruled out, since CP will inherit
barrierhood from IP. (Remember that throughout all of this I'm using ‘D', ‘IP’,
and so on as shorthand for the full functional structure that makes up the
clause. All these categories ~ AgrSP, TP, AgrOP, and the others — are pre-
sumably ‘defective’ as barriers in the way IP is, and are similarly unable to
L-mark their complement unless V moves into them. Adopting a split-Infl
structure doesn’t really alter anything of substance in what’s gone before, but
it does mean that the reality is (even) more complex than what we have seen.)

In a very important work, Baker (1988) showed that incorporation struc-
tures of the kind found in many (usually non-Indo-European) languages
involve head-movement. Mohawk Noun-incorporation is an example:

(113a) Yao -wir -a?a ye- -nuhwe? -s ne ka -NUHS -a?
PRE -baby- SUF 3SgF/3N-like -ASP the PRE-house -SUF
‘The baby likes the house’

(113b) Yao -wir -a?a ye- -NUHS -nuhwe? -s?
PRE-baby -SUF 3SgF/3N -house -like -ASP
‘The baby likes the house.

If incorporation is head-movement, it must be subject to the conditions on
movement, in particular the ECP. We can therefore predict that incorpora-
tion from subjects and from adjuncts is impossible, since such incorporation
would involve crossing a barrier, with the result that the trace would not be
antecedent-governed and the ECP would consequently be violated (it seems
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reasonable to think that heads are never 6-marked and so never 8-governed).
In a survey of a wide array of languages Baker showed that there are no
cases of noun-incorporation of subjects or adjuncts. In other words, we don’t
find examples of incorporation that would look like the following:

(114) *Ye -WIR -nuhwe? -s ne ka -nuhs -a? (Mohawk; see (113))
3Sgf/3N -baby -like the PRE-house -SUF
‘The baby likes the house’

(115) *Nofo ana a ia (he) (Niuean)
live  cave ABS he (in)
‘He cave-lives (in)’

Baker extends his theory of abstract incorporation to many other construc-
tion-types that are found in the world’s languages. In each case, what he shows
is that the head-to-head dependency can only hold between a head and its
immediate complement. For example, Baker argues that one kind of causative
construction involves V-to-V incorporation. This kind of causative is found in
Romance, so we have:

(116) Jai fait laver la voiture & Jean (French)
I’'ve made wash the car to John
‘I made John wash the car’

According to Baker, there is a complex verb faire-laver here. This complex
verb is rather like verbs such as ‘give’ in having a direct object (la voiture)
and an indirect object (d Jean). Most importantly, faire can only form a com-
plex verb with a verb in its immediate complement. Again, the ECP explains
this pattern: head-movement from out of a subject or an adjunct crosses a
barrier and so leads to a violation of the ECP. Baker’s results have made pos-
sible the development of a theory of incorporation, causatives, and many
other phenomena which is fully integrated into linguistic theory. Most of the
predictions that this theory makes come from the ECP.

In this section we’ve seen that, once certain points are clarified, the Barriers
system can capture the basic locality constraints on DP-movement and
head-movement. For DP-movement, we need to extend the notion of
antecedent-government so that it relates to chains of various kinds, not
just movement chains. We also saw that 6-government may not be enough for
DP-traces. For head-movement, we see that the ECP subsumes the HMC, but
we need a special account of why ordinary V-to-I raising is possible.

4.4.4 Conclusion

The Barriers framework was the first attempt to unify fully the theory of
locality. We have looked at the system in some detail, and we can see what
its strong and weak points are. The principal strength of the system is the
central role played by the notion of ‘barrier’: this notion is crucial for defin-
ing government, the ECP, and subjacency. Empirically, most of the coverage
of the earlier formulation of subjacency is retained (except for wh-islands and
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the complement case of the CNPC); similarly, leaving aside the ‘connected-
ness’ effects discussed in 4.3.3, Barriers successfully handles most of what the
ECP did. As we’ve just seen, the approach also extends to DP-movement and
head-movement. In the case of DP-movement, there are some difficulties. In
the case of head-movement, the approach makes Baker’s important crosslin-
guistic results possible.

Conceptually, however, a number of questions remain:

e What is the precise nature of the minimality condition, and why is it
restricted to government and not movement relations?

e Why is 8-government seemingly ‘not enough’ for DP-traces?

e Why is the ‘I-system’ defective, in only being a barrier by inheritance
rather than inherently?

e Why are adjunct traces only subject to the ECP at LF, exempting them
from the full effects of the minimality condition?

Over the next two sections, answers to most of these questions will emerge.
The next section focuses almost exclusively on the ECP, in that it reviews an
influential alternative version of the minimality condition: Rizzi’s Relativized

Minimality.

4.5 Relativized Minimality

In this section I'll summarize the main points of Rizzi’s (1990) theory of rel-
ativized minimality. As its name implies, the central idea is that the minimality
condition shouldn’t be seen as an absolute condition, but rather that each
kind of movement relation — wh-movement, DP-movement, and head-
movement — is associated with its own kind of minimality condition and is
blind to the others. The relativized minimality condition is the central
facet of the theory of antecedent-government. In addition to this, Rizzi
proposes that 8-government can be altogether dispensed with and replaced
with a simpler head-government condition. We’ll look first at the proposal
for antecedent-government (4.5.1) and then at the proposal for head-

government (4.5.2).

4.5.1 Relativized Minimality and Antecedent-Government

4.5.1.1 A'-specifiers block A'-movement
Let’s begin by looking, yet again, at the argument-adjunct asymmetries that

are found in wh-islands:
(105a) ?7*{.p, Whose car; were [, you wondering [, how, [, you should
fixt;t,]?
(105b) *How; were you wondering [ whose car; you should fix t; t; 1?

Only subjacency is violated in (105a), while the ECP is also violated in (105b)
since the adjunct trace must be antecedent-governed and fails to be so. Rizzi
retains the account of argument extraction: complement traces are 6-gov-
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erned and therefore pass the ECP - the relatively mild ill-formedness of
(105a) is due to subjacency. Rizzi’s observation is that in (105b) a distinct wh-
element, whose car, intervenes between the moved adjunct wh-element and
its trace. In an obvious sense, like is interfering with like here.

As we have seen, alternative accounts have been proposed for these argu-
ment-adjunct asymmetries. However, there are other cases where like appears
to block like which are much harder to account for in terms of what we have
seen up to now. One such case is the phenomenon of pseudo-opacity found
in French. French allows certain kinds of quantifiers that are found some dis-
tance to the left of a direct object to be interpreted as quantifying that direct
object, as in the following pair:

(117a) Jean a consulté beaucoup de livres
John has consulted much books.
‘John has consulted many books’

(117b) Jean a  beaucoup consulté de livres
John has much consulted books.
‘John has consulted many books’

As we saw in 4.1, French also has one quantifier that can optionally violate
the Left Branch Condition, combien (‘how many’). This element allows either
left-branch extraction or pied-piping of the quantified DP:

(118a) Combien; a-t-il consulté t; de livres?
How-many has-he consulted of books?
‘How many books has he consulted?’

(118b) Combien de livres; a-t-il consultés t; ?
How-many of books has-he consulted?
‘How many books has he consulted?’

In (118b), combien de livres is the direct object, and so is extractable like any
argument. It’s reasonable to think that combien alone is an adjunct, since it’s
not 8-marked by anything. Now, if we combine the ‘leftward’ beaucoup of
(117b) with extraction of combien, we see that only the pied-piping variant
is allowed:

(119a) Combien de livres, a-t-il beaucoup consultés t,?
How-many of books has-he much consulted?
‘How many books has he consulted a lot?’

(119b) *Combien, a-t-il beaucoup consulté t, de livres?
How-many has-he much consulted of books?

If we take it that beaucoup occupies an A'-position, presumably adjoined to
VP, in these examples, then we see that, as in the case of wh-islands, the pres-
ence of an A'-element blocks extraction of an adjunct to an A-position.
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The third case is a further kind of island phenomenon that was origi-
nally discussed by Ross, but which we haven’t introduced yet: negative
islands. The basic observation is that clausal negation blocks extraction of
adjuncts:

(120a) Which car, didn’t he fix t, ?

(120b) *?How, didn’t HE FIX YOUR CAR t; ?  (*Answer: With a spanner)

(Answer: The blue GTi)

The argument-adjunct asymmetry is very clear here. Rizzi also gives exam-
ples which show that the adjunct must be in the scope of negation in order
for the island effect to apply. First we need to look briefly at some scope
ambiguities involving negation (the concepts of ‘scope’ and ‘scope ambigu-
ity’ and their relevance for syntactic theory are explained in the Appendix to
this chapter). For example, think about the following sentence:

(121) They don’t exploit their fans [ because they love them ]

Example (121) is ambiguous in at least two ways (in fact, there are more pos-
sible interpretations, but they are less obvious and rather harder to see, so
I'll just leave them aside). It can either mean ‘Because they love them, they
don’t exploit their fans’: only the main clause is negated, not the adjunct
clause. Call this the ‘main-clause negation’ reading. This is probably the most
natural one for (121), given the lexical items and ordinary pragmatic consid-
erations. However, (121) also has the interpretation which we can paraphrase
as ‘It’s not because they love them that they exploit their fans (but for some
other reason)’. Here the main predicate isn’t negated, just the adjunct. So call
this the ‘adjunct-negation’ reading. So we see that, at least with because-type
adjuncts, clausal negation allows at least two different scopes.

Now let’s look at what happens if we extract a because-adjunct (using why,
which naturally invites an answer with because):

(122) Why, don’t they exploit their fans t, ?

Example (122) only allows the main-clause negation interpretation. In other
words, it can be answered only with something like ‘Because they love them’.
To put it another way, the trace of why can’t be interpreted as being in the
scope of negation. This is due to the negative island: negation blocks clausal
extraction. The usual assumption about scope is that it is determined by c-
command (see the Appendix to this chapter), so what the scope restriction
on the interpretation of (122) tells us is that negation blocks the extraction
of adjuncts within its c-command domain.

When I introduced the split-Infl hypothesis in 1.4.3, I briefly mentioned
NegP. Suppose that negative clauses feature a NegP projection that is situ-
ated above TP and below AgrSP (there is some evidence that the position
varies across languages, but I'll gloss over this):
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(123) AgrSP
/

Dp AgrS
AgrS \N
gr egP
/ \
Yy NOT Neg'

Neg TP

(Here, NOT refers to whatever element carries clausal negation: not, pas,
nicht, and so forth.) It is natural to think that the position that NOT occu-
pies isn’t a GF-position. In other words, it is a non-L-related or Al-position.
In that case, the negative-island effect that we saw in (120b) and (122) is a
third instance of an A'-element blocking the extraction of a wh-adjunct.

The generalization that unifies these three cases ~ wh-islands, pseudo-opac-
ity in French, and negative islands - is:

(124) A filled A-position specifier a blocks antecedent government
between an A'-position B that c-commands o and an adjunct trace
that o c-commands.

To put it schematically, o prevents B from antecedent-governing ¢ in (125),
where ¢ is an adjunct trace and each element c-commands the next:

(A25) [ B o[ @[ et . ]]]

In a wh-island case like (105b), o is a wh-element; in pseudo-opacity exam-
ples like (119b), o is an adverb like beaucoup, and in negative islands o is
NOT.

4.5.1.2 A-specifiers block A-movement
Now let’s look at the basic DP-movement configuration that violates the ECP
— super-raising and super-passive:

(109a) *The train, seems that it is likely t. to be late

(109b) *The students, seem that it was told t, that there would be extra
rations

Since this is DP-movement, these examples involve movement to an L-related
A-position; in fact, in both of those examples the landing-site is a subject posi-
tion. Now, in between the moved DP and its trace, there is another subject
position occupied by it. Movement to this position will give well-formed
results:

(126a) It seems that the train, is likely t, to be late

(126b) It seems that the students, were told t. that there would be extra
rations
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What goes wrong in (109), then, can be thought of as an element in an A-
position blocking movement of another element to a higher A-position. In

other words:

(127) A filled A-position specifier o blocks antecedent government
between an A-position B that c-commands o and a DP-trace that o

c-commands

The similarity between (127) and (124) should be clear. Before attempting to
unify them into a single principle, however, let’s look at head-movement.

4.5.1.3 Heads Block Head Movement
The typical Head Movement Constraint violation looks like (112) from the

previous section:
(112) *Have, he could t; done it ?
We can rephrase the Head Movement Constraint as follows:

(128) A head a blocks antecedent government between a head P that c-
commands o and a head-trace that o c-commands

Statement (128) is little more than a restatement of the HMC as given in
(67) of Chapter 1 and in (111) above. Again, there is an obvious formal sim-
ilarity with the generalizations in (124) and (127).

4.5.1.4 Relativized Minimality
Relativized minimality unifies (124), (127), and (128), as follows:

Relativized Minimality:
X antecedent-governs Y only if there is no Z such that:
(129a) Z is a typical potential antecedent governor forY
(129b) Z c-commands Y and does not c-command X
Now we need to know what a typical potential antecedent governor is:
Typical Potential Antecedent Governor:

(130a) Z is a typical potential antecedent governor for Y, Y in an A-chain
= Z is an A-specifier c-commanding Y

(130b) Z is a typical potential antecedent governor for Y, Y in an A'-chain
= Z is an A-specifier c-commanding Y

(130c) Z is a typical potential antecedent governor for Y, Y in a head-chain
= Z is a head c-commanding Y

Given the notion of typical potential antecedent governor as defined here,
relativized minimality says that antecedent-government will be blocked in the
following configuration:
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BY [ X e [ Z o [ Y D
SN

Where C is an chain of the same type (A, A', head) as the position occupied
by Z, Z will block antecedent-government. If Y is an adjunct wh-trace, a DP-
trace, or a head-trace, the result will be a violation of the ECP, since these
elements all require antecedent-government. If Y is an argument wh-trace (as
in (105a)), the structure will be well formed unless subjacency is also vio-
lated.

Relativized minimality is intended to replace the ‘absolute minimality’ con-
dition of the Barriers system that we saw in (107). More precisely, the defi-
nition of antecedent government that is adopted is the following:

C=(X,Y)

Antecedent Government (Third Revision):
X antecedent-governs Y iff:

(132a) X and Y are coindexed

(132b) X c-commands Y

(132¢) no barrier intervenes

(132d) relativized minimality is respected

Principles (132a—) are essentially as in Barriers, except that here ‘barrier’
means only ‘barrier for movement’ (defined in (97)). Principle (133d) replaces
the ‘absolute’ minimality condition that I gave in (107).

According to relativized minimality, each type of chain is ‘on its own track’.
What is an intervener for one kind of chain has no effect on the others. So,
DP-movement can cross intervening elements that block antecedent-govern-
ment of wh-traces, such as negation:

(133) The students, weren’t arrested t,

And, of course, it can cross intervening heads - in fact, all cases of DP-
movement must do this, since it is movement to a Specifier position.
Conversely, head-movement can cross intervening Specifiers of both kinds -
and, indeed, it must do so in order to reach higher head-positions.

Similarly, wh-movement is unaffected by the presence of an intervening
subject position (remember that DP-movement is blocked by an intervening
subject position):

(134) How, did he fix your car t, ?

Moreover, according to relativized minimality, wh-movement is not affected
by intervening heads. This can also be seen in (134), where adjunct move-

ment crosses the intervening heads I and C (at least). Here we see a major
difference with the ‘absolute’ minimality condition of (107): remember that
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(107) is intended to account for C-t effects by blocking antecedent-govern-
ment across a filled C-position. However, (107) doesn’t really work very well:
we have to prevent both I' and V' from being minimality barriers. The fact
that I' isn’t a minimality barrier seems to be an instance of the general ‘defec-
tivity’ of the I-system in Barriers, but of course this is in any case a problem.
And we had no real suggestion to make about V'. Conceptually, relativized
minimality seems preferable to absolute minimality in that it avoids these
problems. We simply drop (107) and replace it with the definition of rela-
tivized minimality in (129). At the same time, we have a unified notion of
‘barrier’, relevant for both subjacency and the ECP: that in (97). And rela-
tivized minimality accounts for pseudo-opacity and negative islands - two
phenomena that aren’t handled in the Barriers system.

So relativized minimality seems like a conceptual and empirical improve-
ment on the Barriers approach. Except for one thing: so far there is no
account of C-t effects. Without this, there is an empirical case for retaining
something like the absolute minimality condition, whatever its other flaws.
The next section deals with Rizzi’s account of C-t effects.

4.5.2 Head Government and 6-Government

4.5.2.1 A Conjunctive ECP

As we saw at the end of the last subsection, adopting relativized rather than
absolute minimality means that we need an alternative account of C-t effects.
To see what needs to be done, let’s look again at a typical example:

(58’) *Who, did you say [, t'; [ that t, wrote this song ]] ?

According to relativized minimality, ¢, antecedent-governs #. No barrier
intervenes (since we are now disregarding minimality barriers in the sense
defined in (107)), and relativized minimality is respected, as no typical poten-
tial antecedent governor in an A'-specifier intervenes (see (129) and (130)).
The subject trace is not 8-governed, as usual, but this is of no importance
since it is antecedent-governed. So what’s wrong with (58')?

Up to now, we’ve been working with a ‘disjunctive’ ECP: one that imposes
an ‘either~or’ requirement of antecedent government or 6/lexical govern-
ment. Rizzi proposes that what’s needed is a ‘conjunctive’ ECP, as follows:

Traces must be both:

(135a) properly head-governed, and
(135b) either antecedent-governed or 8-governed

You can see thaf the disjunction of the previous formulation of the ECP is
retained in (134b). Antecedent government is defined as in (132), and 8-gov-
ernment still “distinguishes complements from non-complements. The new
thing here is ‘proper head-government’. We can define this notion in a way
which parallels our definition of antecedent government, as follows:
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Proper Head Government
X properly head-governs Y iff:

(136a) X is a lexical head, Agr or T
(136b) X c;commands Y

(136¢) no barrier intervenes

(136d) relativized minimality is respected

In (58'), C doesn’t properly head-govern ¢, because C is not included in
the class of proper head-governors. Since all traces must be properly head-
governed according to Rizzi’s conjunctive ECP, (58') is ruled out.

Rizzi gives a number of arguments for the conjunctive ECP. One is that
objects, but not subjects, can undergo ‘Heavy DP Shift’, an operation that
apparently places ‘heavy’ DPs to the right of a clause:

(137a) I would like to introduce t, to Mannie [; all the teenagers who can
play the drums ]

(137b) *t, are talented [; all the teenagers who can play the drums ]

The contrast here has nothing to do with the presence of complementizers,
and yet can be reduced to proper head-government. In (137a) the trace is
properly head-governed by V, while in (137b) there is no proper head-
governor for the subject trace present at all. It is important to see that here,
as in (58'), I (AgrS) doesn’t properly head-govern the trace because it
doesn’t c-command it. Also, if we take it that Heavy DP-Shift, rather like
extraposition (see 4.2), adjoins the DP to the right of the clause, the moved
DP antecedent-governs the subject trace as no barriers or A'-specifiers inter-
vene (here it’s important to bedr in mind that ‘intervening’ is a hierarchical
notion defined in terms of c-command, not a linear notion). Since antecedent-
government is satisfied, the ECP must impose a further requirement — proper
head-government does the job both here and in the case of Complementizer-
trace effects.

The conjunctive ECP in (135), combined with the definition of proper
head-government in (136), gives us the desired alternative account of C-t
effects. However, we also have to account for the fact that dropping the com-
plementizer makes examples like (58) good again. In other words, why is (62)
good?

(62) [cp; Who, did [, you say [p, t'; [;p, t; Wrote this song ]]]] ?

Rizzi proposes that the null complementizer is a kind of Agr in English.
Because of this, the subject trace is properly head-governed, as Agr is defined
as belonging to the class of proper head-governors in (136). The true repre-
sentation for (62) thus looks more like this:

(62') [p; Who, did [}, you say [, t'; Agr [}, t; wrote this song ]]]} ?
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Just looking at English, this might seem like a rather arbitrary thing to say.
However, there is quite a bit of crosslinguistic evidence that agreeing com-
plementizers exist and that they facilitate extraction of the subject.

4.5.2.2 Cross-Linguistic Evidence for Agr in C
One piece of evidence comes from French. French shows C-t effects that are

very similar to those we’ve seen in English:

(138) *Qui, as  -tu dit qu t a écrit ce livre?
Who have you said that has written this book ?

However, the option of deleting the complementizer (or having a null com-
plementizer) doesn’t exist in French. Instead, sentences like (138) can be
‘saved’ by changing que (which in (138) undergoes a regular phonological
reduction to qu’) to qui:

(139) Qui, as -tu dit quit a écrit ce livre ?
Who did you say QUI has written this book ?
‘Who did you say wrote this book?’

The morphological change from gue to qui can be thought of as a reflex of the

presence of Agr in C. In other words, qui is que + Agr, and so able to act as a

proper head-governor for the subject trace. (If you try to apply the Barriers

account of C-t phenomena that I described 4.4.2. to the French examples in

(138) and (139) you’ll see that both examples come out as ungrammatical.)
West Flemish has a similar alternation between da and die:

(140a) Den vent, da Pol peinst [, t';, Da [ Marie t; getrokken heet i
The man that Pol thinks that Marie  photographed has

“The man that Pol thinks that Marie has photographed’

(140b) Den vent, da Pol peinst [, t', DIE [ t; gekommen ist 1]
The man that Pol thinks DIE come is
“The man that Pol thinks has come’

As with French qui, we can think of West Flemish die as da + Agr; hence it
is able to properly head-govern the subject trace.

Some languages have very elaborate systems of agreement in Comp inde-
pendently of subject extraction. One example, again given by Rizzi, is that of
the Bantu language Kinande. Kinande is typical of Bantu languages in hav-
ing a rich system of noun classes, which trigger various kinds of agreement
processes. Among these processes is one whereby a fronted wh-element
agrees in class with its complementizer (the Roman numerals indicate the
noun classes):

(141a) Iyondl yO  kambale alanglra
who-I  that-I Kambale saw
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(141b) aBahl Bo  kambale alanglra
who-II  that-II Kambale saw

(141c) EkIhI kyO kambale alanglra
what-VII that-VII Kambale saw

(141d) EBIhl ByO kambale alanglra
what-VIII that-VIII Kambale saw
‘What/who did Kambale see?’

So there is good reason to think both that C can bear agreement features

and that the presence of these features can facilitate subject extraction by

making C into a proper head-governor.
In our discussion of Complementizer-trace phenomena in 4.3.2.1 we also
mentioned the fact that I-to-C movement is not allowed when the subject is

extracted:
(66a) Which girl, did, he t; kiss t, ?
(66b) *Which girl, did t; t, kiss him?
(66c) Which girl, t, kissed him?

In (66b) we appear to have Agr in C, since the auxiliary is dominated by
AgrS and is raised to C. Why, then, is this ruled out? This suggests a further
restriction on the definition of proper head government. What we want to

say, in order to capture the difference between (66b) and (68), is that itis /-

not really C that c-commands the subject trace in (66b), but AgrS. Let’s look
again at our definition of c-command:

C-command:
(142) o c-commands B iff every category dominating o also dominates B
The relevant parts of (66b) look like this:

(143) C

c/ \/ AgrSP

,'LgrS DP \ AgrS'
/ \

,’AgrS

did, ot

Did is an AgrS element, and the first node dominating AgrS is C, and C does
not dominate the subject trace. On the other hand, in well-formed examples

like (66c) and (68), we have a structure like (144):
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(144) (o)
c@ \/ AgrSP
DP >AgrS'

AgrS

t.

1

Here C+Agr c-commands the subject trace, since the first dominating node
it (C') dominates the subject trace.

In 1.4.2.4 I introduced the verb-second (V2) phenomenon of the Germanic
languages. We saw that one XP moves to SpecCP and the verb (plus the I-
material) moves to C. In subject-initial clauses, then, we actually have sub-
ject extraction:

(145) [op Ich; [ las [t schon  letztes Jahr diesen Roman 1
read already last year this  book
‘I read this book last year already’

(Thi§ analysis of subject-initial V2 clauses has been called into question by
Travis (1984) and Zwart (1993).) Similarly, extraction of the subject from
embedded V2 clauses is possible:

(146) Wer, hat sie gesagt [t ist [;p t; gekommen ]] ?
Who has she said is come?
‘Who did she say came?’

This implies that C in a V2 clause automatically has an Agr associated with
it, and so is able to act as a proper head-governor for the subject trace. It is
possible that the presence of this Agr is also connected to verb-movement to
Cin these constructions (this has been suggested by a number of researchers).

So we see that Rizzi offers an account of Complementizer-trace phenom-
ena which relies on the notion of proper head-government given in (136).
This approach has various crosslinguistic implications, some of which we have
looked at here.

4.5.2.3 Against 6-Government
Rizzi’s approach to Complementizer-trace phenomena seems to do well
empirically, as we have seen. It certainly seems to do better than the notion
of absolute minimality given in (107). However, the ECP now looks quite
complicated, since it contains a conjunction, one of whose clauses is itself a
disjunction. As a last topic under the heading of relativized minimality, let’s
see how this can be simplified.

The first step is to see that the complement/non-complement asymmetries
that 6-government is meant to account for aren’t really complement/non-
complement asymmetries, but instead involve the idea of ‘referentiality’. We
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can see this if we look at adverbial and idiomatic complements. These ele-
ments are clearly complements, and yet they behave like adjuncts for extrac-
tion (I've dropped the indices here, for reasons that will be explained below):

(147a) 7?What project are you wondering [ how [ to make headway on t
t]]?

(147b). *What headway are you wondering [ how [ to make t on this pro-
ject ]] ? : ( s :

A noun like headway in an idiom like make headway on has no reference:
there’s no particular thing called ‘headway’ that’s being made; instead,
the whole idiom means something like ‘advance’. According to any of
the various versions of the ECP that we’ve seen up to now, the trace of head-
way is 6-governed in (147b). But the extraction is very bad, rather
like adjunct-extraction. So Rizzi suggests that what underlies complement/
non-complement distinctions is the property of being referential, rather
than the property of being a complement. Since, with the exception of pieces
of idioms like headway and some adverbial or adjectival complements, com-
plements are typically referential, most of the time the distinction can’t be
seen.

Instead of 8-government, then, Rizzi proposes that what underlies the com-
plement/non-complement asymmetries the ECP deals with is the ability of
referential categories to bear an index and thus be bound by their antecedent.
Non-referential categories have no index and so can’t be bound (see the def-
inition of binding given in (7) of Chapter 3); this is why they’re subject to a
more rigorous locality condition. In Rizzi’s view, aside from subjacency, there
is no well-formedness condition on the relation between argument traces and
their antecedents beyond what, right at the beginning of this chapter, we
called the central property of Move-o: the formation of a binding relation
between the moved category o and its trace. So the second clause of the ECP
can be dropped for argument traces, leaving just the proper head-government
requirement. ) .. 0, Tl

Subjects are usually referential (except for expletives, which can’t be
extracted). So the suggestion just made implies that subjects should pattern
with objects as far as asymmetries are concerned. In fact, the only clear
examples of subjects patterning with adjuncts can come under the rubric of
complementizer-trace effects. This is true of (53), for example:

(53) *Which band, were you wondering whether t, will play that song ?

And conversely, it’s quite clear that subjects pattern with objects rather than
with adjuncts in negative islands. Compare (148) with the discussion of (122)
above:

(148a) Who, don’t you think we can help t, ?
(148b) ?7Who, don’t you think t, can help us ?
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When they are more deeply embedded in Pwh-islands, subjects pattern with
objects and against adjuncts: g

(149a) 7?7Who, do you wonder whether we believe t; can help us ?
(149b) ?Who, do you wonder whether we believe we can help t; ?
(149¢c) *How do you wonder whether we believe [ we can help Bill t ] ?

(Remember that we’re only interested in the lowest construal of how in
(149c); I'm not coindexing the trace as adjuncts lack referential indices
according to the theory being put forward here.) The data in (148) and (149)
confirm that subjects and objects — as typically referential categories —
pattern together, distinct from adjuncts.

Getting rid of 8-government is a good move as regards our treatment of
DP-traces. Remember that in 4.4.3.1 we saw that DP-traces appear to require
antecedent-government as well as 6-government. This question of why 6-gov-
ernment isn’t enough partly disappears if we get rid of this notion. However,
the question now becomes: why do DP-traces act like adjuncts as regards
movement? DP-traces presumably bear indices, and so why isn’t forming a
binding relation with the antecedent enough? Rizzi’s answer to this is that
DP-movement always forms a 6-chain: the head of the chain must be in a
Case-position and the foot of it in a 6-position. Rizzi proposes that the local-
ity condition on chain links is antecedent-government, defined in terms of rel-
ativized minimality as in (132). DP-traces must be in a well-formed 6-chain,
and so must be antecedent-governed by their antecedent.

All of this just leaves adjuncts, or more precisely non-referential categories.
Why are such categories required to be antecedent-governed? We’ve just seen
that antecedent-government can be viewed as a condition on chain links.
Moreover, non-referential categories lack indices. So the only way they can
be connected to their antecedents is by antecedent-government. In the last
analysis, then, it is the non-referential nature of certain traces - typically, but
not always, adjuncts — which makes them subject to a stricter locality require-
ment than referential traces. Chain-formation by antecedent government is a
kind of last-resort strategy for connecting these traces to their antecedents.
If this idea is to work, we cannot define antecedent-government itself in terms
;)f coindexation, as we did above. So let’s make a minor reformulation, as
ollows:

Antecedent Government (Fourth Revision):
X antecedent-governs Y iff:

(132a') X and Y are non-distinct

(132b') X c-commands Y

(132¢") no barrier intervenes

(132d') relativized minimality is respected
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Statement (132') differs from (132) only in that ‘coindexed’ has been replaced
by ‘non-distinct’. This allows us to maintain that non-referential traces lack
indices.

Rizzi’s conclusion is that (132") is not part of the ECP, but part of the def-
inition of chain-formation. It is relevant for non-referential traces by default,
since, being non-referential, such traces can’t be bound. This is presumably
why it's also relevant for heads. And it’s relevant for DP-traces since such
traces must be in 6-chains. It is not relevant for referential traces, since they
can be bound by their antecedents, and are subject only to the proper head-
government requirement of the ECP (like all traces).

4.5.3 Conclusion

Relativized minimality really leads to two main conclusions. First, antecedent-
government, defined as (132", is relevant for chain-formation. Second, the
ECP consists only of a rather simple proper head-government requirement
as in (136). You might have noticed that proper head-government is a slightly
stipulative requirement in that it simply lists those heads that head-govern.
No reason emerges for why some functional heads and not others are head-
governors. Also, although Rizzi presents a very interesting theory of the ECP,
the Barriers account of subjacency remains, along with the notion of barrier
as defined in (97). In a sense, this is another result: what emerges with par-
ticular clarity from Rizzi’s work is that head-movement, DP-movement, and *
movement of non-referential/adjunct wh-elements have important properties
in common: all three movements are highly local, and, allowing for succes-
sive cyclicity, we can say that they always move to the nearest appropriate
c-commanding position. In fact, this was part of our informal characteriza-
tion of head-movement and DP-movement at the beginning of this chapter.
Movement of referential/argumental wh-elements is much freer, on the other
hand, and appears to be subject only to subjacency and the proper head-
government requirement. So there are two broad types of movement, with
wh-movement taken as a whole straddling the distinction.

We’re now basically in the position of having sorted out the role of
antecedent-government: as defined in (132'), antecedent-government is
the condition on chain-formation. We have a residual ECP (proper head-
government as in (136)) and we have subjacency, defined as in Barriers (see
98)). The question that remains is: can subjacency and the ECP be unified
under a single locality condition? This is the question that Manzini (1992)
addresses and to which we should now turn.

4.6 Locality

Manzini’s system is, at the time of writing, the most comprehensive and up-
to-date set of proposals on the nature of Move-a and the theory of locality.
In this section, we’ll come back to the questions set out at the beginning of
this chapter: what we’re really after is a unified, conceptually simple theory
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of movement relations. It should be clear from the previous section we’re
almost there, but not quite.

4.6.1 Some Definitions

A fundamental component of Manzini’s theory is her use of two types of
index. A distinction is made between ‘categorial indices’ and ‘addresses’.
Categorial indices are basically the indices we’ve been using all along to indi-
cate anaphoric relations, including, of course, relations holding between traces
and their antecedents. Addresses, on the other hand (the term and to some
extent the idea are taken from Vergnaud (1985)) differ from categorial indices
in being relational. That is, a category is addressed by being in a certain kind
of relation with another category. The usual (but not the only) way that cat-
egories get addressed is by Case-assignment: a Case-assigner gives an address
to the category it Case-marks (of course, it is possible to think of this in terms
of Case-checking, as discussed in 2.6).

All movement dependencies involve sharing categorial indices between the
moved category and its trace — again, there is nothing new here; this is pre-
cisely what we’ve been assuming all through this chapter (except for 4.5.2.3).
The differences arise in connection with addressing. Let’s look at each kind
of movement in turn, distinguishing adjunct wh-movement from argument
wh-movement (I'll revert to referring to the two kinds of wh-movement in
this way, even though Rizzi argues that this is not really correct, as we have
seen).

First, head-movement, as in (150) (I'm ignoring the split-Infl structure
again):

(150) Jean [ embrasse; ] souvent [, t, Marie ]
Jean kisses often Marie
‘Jean often kisses Marie’

Here neither the trace nor the antecedent is in an addressed position, and so
the dependency must be categorial rather than address-based. In general,
since heads aren’t Case-marked, head-movement cannot be an address-based
dependency.

Similarly, adjunct wh-movement moves from a Caseless position (an
adjunct) to a Caseless position (SpecCP):

(151) How, did you fix the car t, ?

Third, we’ve defined DP-movement as being movement in search of Case
(see 2.3). Therefore, this cannot be an address-based dependency since only
the antecedent has an address.

So we see that the inherently more local kinds of movement — head-
movement, DP-movement, and adjunct wh-movement — do not form address-
based dependencies. With these types of movement the dependency is based
purely on a shared categorial index.

On the other hand, argument wh-traces occupy Case-marked positions.
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We saw in 2.4‘that this is in fact required, as the ungrammaticality of exam-
ples like (152) shows (see 2.4 (70a and b)):

(152a) *Who, does it seem [ t; to speak Chinese ] ?
(152b) *Who, was it believed [ t, to speak Chinese ] ?

In general, properties of traces are transmitted to their antecedents. So, since
the trace has an address, we can regard the argument wh-movement depen-
dency as an address-based dependency. The difference in the ability to form
address-based dependencies corresponds to the notion of referentiality in
Rizzi’s work (see 4.5.2.3): this is how we distinguish the more local depen-
dencies (adjunct wh-movement, DP-movement, and head-movement) from
the less local argument wh-movement.

One more notion is needed before we can give the general locality con-
straint. This is the notion of a ‘sequence’, a neutral term intended to cover
both categorial and address-based dependencies:

Sequence:
(153) (o ... o)) is a sequence iff every element in the sequence o, is co-
indexed with and c-commands the next

In other words, both types of dependencies require that each link between
the antecedent and the trace c-commands the next. Now for the locality prin-
ciple:

Locality:
(154) o is a dependent element iff there is an antecedent B for o and a
sequence (B .... o) where no link of the sequence crosses a barrier

Definition (154) is very close to Chomsky’s definition of antecedent-govern-
ment in Barriers (see (104)), and to part of Rizzi’s definition: see (132').

4.6.2 Weak Islands

Given the definitions in (153) and (154), weak islands (islands from which
adjuncts can’t be extracted but arguments can) can accounted for. Let’s
consider (for the last time) argument-adjunct asymmetries in infinitival
wh-islands.

(155a) ?[.p, Whose car,, were [, you wondering [, how, [, to fix t,,

‘)
6]

(155b) *How; were you wondering [ whose car;; to fix t,, t,] ?

Here the argument trace has both the index i and the address K, while the
adjunct trace just has the categorial index j. For the purposes of this illustra-
tion, we’ll just assume that CP is a barrier — we’ll come to back to how barri-
ers are determined in 4.6.4. In (155b), then, there is no sequence with index j
where each link governs the next: CP intervenes and breaks the sequence, and
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so locality isn’t satisfied. Again, this account should seem quite familiar since
it is broadly similar to both Chomsky’s and Rizzi’s. However, the treatment of
(155a) is quite different. Here, the categorial dependency is blocked in the
same way as for the adjunct. However, the argument has the capacity to form
an address-based dependency, which involves assigning the address K to all
the heads intervening between wh, , and the trace f, ;. So the sequence (wh;,
C,LV,C,LV,t),all bearing the address K, is formed and the locality condi-
tion is satisfied. In this way, argument-adjunct asymmetries can be handled in
terms of the single notion of locality given in (154).

There are other syntactic contexts which act like weak islands in the sense
described above. One such context that we haven’t mentioned up to now is
the complement to factive verbs. These were discussed by Cinque (1991).
‘Factive’ predicates are predicates which presuppose the truth of their com-
plement. Even if you negate the main clause, the complement clause is still
taken to be true (this is one of the classic diagnostics for presupposition).
Compare regret with believe in the following examples:

(156a) I don’t believe that Sheena is a punk rocker

(156b) I don’t regret that Sheena is a punk rocker

In (156a), there is no commitment to the truth or falsity of the proposition
expressed by the complement clause: Sheena may or may not in fact be a punk
rocker. In (156b), on the other hand, the fact that Sheena is a punk rocker
is presupposed, taken for granted as true. Verbs that are like regret in this
respect are known as factive verbs, while believe and similar verbs are non-
factive.

The relevant phenomenon in the present connection is that the comple-
ments of factive verbs are weak islands, as the following sentences show:

(157a) What, do you regret [, THAT YOU FIXED {; 1?
(157b) *How, do you regret [, THAT I FIXED YOUR CAR t; 1?

As usual, how in (157b) should be interpreted as related to an adjunct of the
embedded clause, not the main clause; the position of the trace inside the
brackets marking the lower clause indicates this in (157b). This interpreta-
tion is completely unavailable. Manzini proposes that there is an empty wh-
like operator in SpecCP of factive clauses, and that this is the element that
makes them factive. This operator makes factive clauses structurally equiva-
lent to wh-islands, and so we find the selective blocking of extraction that we
find in wh-islands.

This kind of approach extends to both pseudo-opacity and negative islands:

(119b) *Combien, a-t-il beaucoup consulté t, de livres?
How-many has-he much consulted of books?

(120b) *?How;, didn’t he fix your car t; ?

If we assume that only one Specifier position is available for a given cate-
gory, and that beaucoup occupies a (non-L-related) Specifier structurally
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close to VP — we'll discuss the precise nature of this position in 4.6.4 ~ while
not occupies SpecNegP (although in (120b) it has attached to the auxiliary
and raised with it while presumably, its trace still occupies SpecNegP), then
each of these examples creates an analogous configuration to wh-islands, and
the account given for (155) carries over. Here, too, it should be clear that
Manzini’s theory is very similar to Rizzi’s.

4.6.3 Strong Islands

An important advantage of the idea of address-based dependencies and
their link to Case-assignment is that it can capture the fact that certain
types of NPs (or DPs) block extraction, while VPs never do. We saw in
4.4.1.3 that the Barriers approach can’t handle the complement case of the

CNPC:

(33b) *Which band; did you believe [pp the claim that [}, we had seen
t11? (see (9))

Complex DPs are strong islands, in the sense that they block extraction of
both argument and adjunct wh-elements. Extraction of adjuncts is blocked
by the fact that DP is a barrier (again, I'm just stating this for the moment
_"we’ll come back to it in 4.6.4) and, unlike CP, its Specifier isn’t a position
that can be moved through successive-cyclically. Extraction of arguments is
blocked by the fact that N has an address of its own, and so formation of an
address-based sequence that passes through N is impossible. This is why com-
plex NPs (or DPs) are islands.

Another interesting aspect of the address-based dependencies is that they
can handle the fact that wh-islands are sensitive to tense. As I commented in
4.1, non-finite wh-islands more or less allow argument extraction, while
tensed wh-islands do not. In other words, non-finite wh-islands are
weak islands, while finite wh-islands are strong. Here, again, are the relevant

examples:
(36a) ?[p Whose car; were [, you wondering [¢p, how, [ipp to fix t; ¢, 1?

(36b) ?*[p, Whose car, were [;; you wondering [cp, how; [, you should
fixt; t,]?
Manzini suggests that this contrast can be captured by saying that finite Tense
(remember that ‘IP’ is a cover term for TP and the other functional cate-
gories associated with V) has its own address. In that case, the address-based
dependency that is required to link an argument wh-trace to its antecedent

across a wh-island cannot be formed.
Similar reasoning holds for another kind of island that we briefly alluded

to in 4.1. Definite DPs seem to form strong islands:
(158a) ??Which band, did [;, you write [, that song about t; ]} ?
(158b) *Which band did [}, you sing [, Mick’s song about t, J] ?
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(158c) Which band, did [, you write [, a song about t, J] ?

Manzini rules out (158a) and (158b) by saying that a definite D has its own
address while an indefinite one does not. Because of this, address-based
dependencies cannot be formed in (158a) and (158b), while they can in
(158c). (Again, we have to assume that DP is a barrier here.) So the system
makes the right distinctions, to a fair degree of approximation, among these
examples.

As I said above, Manzini’s approach captures argument-adjunct asymme-
tries in terms of the idea that only argument traces can form address-based
dependencies. This effectively factors out the role played by 6-government in
the Barriers version of the ECP. The definition of locality in (154) looks very
like antecedent-government — in fact, for non-addressed traces (traces of
adjuncts, DP-movement, and head-movement) (154) functions almost exactly
like antecedent government in both Barriers and relativized minimality. The
major difference between Manzini’s system and the Barriers system is the
proposal that (154) also accounts for subjacency. Now let’s look at how this
is done.

4.6.4 Subjacency Again

The locality principle requires that the sequence linking the antecedent to
the trace be such that each link governs the next. For argument traces, as we
have seen, this requirement relates to an address-based dependency. So when
subjacency is violated, one link of an address-based dependency must be sep-
arated from the next by a barrier (as you can see, Manzini assumes a one-
barrier definition of subjacency rather than the usual two-barrier one). In
order to see in detail how this works, we need to see how barriers are defined.
Barriers are defined in terms of ‘g-marking’, as follows:

Barrier:
B is a barrier for o iff

(159a) B is a maximal projection
(159b) B dominates o
(159¢) if a is g-marked, B dominates the g-marker of o

So a barrier for o is a maximal projection dominating both o and its g-marker.
G-marking is a concept similar to L-marking, although it makes reference to
sisterhood rather than 6-government (and is not restricted to lexical heads,
as L-marking is in (95')):

G-Marking:
B g-marks o iff B is a head and:
(160a) B is a sister to ¢, or

(160b) B is a sister to a category that agrees with o
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Subjects, adjuncts, and the CP that modifies the head of a relative clause are
not sisters to a head, and therefore not g-marked. The configurations are as
follows:

(161a) Subject: 1P
AN
Dp I
(161b) Adjunct: VP
N\
VP XP
(161c) Relative: DP
N
DP CpP

(Again, if we follow Kayne’s proposals about how phrase structure should
be organized (see 1.3.4), we’ll have to come up with different proposals
for the positions of adjuncts and relatives; I'll leave this matter to one
side here.) Since these domains are not g-marked, only clauses (159a and b)

“ of the definition of barrier apply, and so the first maximal projection

dominating the domains is a barrier. This means that no sequence of any
kind can be formed between an element inside one of these domains and
an element outside it. So extraction of anything, including an argument wh-
element, from inside one of these domains will violate the locality principle.

The other principal strong islands that are discussed are the complement
CNPC, tensed wh-islands, and definite DP-islands. We discussed these
cases in the previous subsection, assuming without explanation that DP
and CP are barriers. Now let’s look at why these categories are barriers.
In fact, the concept of barrier defined in (159) is extremely general: any
maximal projection dominating a trace and its g-marker can be a barrier.
This means that the assumption made above, that CP and DP are barriers,
is unproblematic. The proposal is very strong, though. It means, for
example, that where a direct object is extracted, VP becomes a barrier, as it
dominates both the trace and the g-marker of the trace, V. However, where
an argument is extracted, there are two options: either an address-based
dependency can be formed, as we have seen, or extraction can pass through
the A'-specifier position. Manzini assumes that all non-argument categories
have an A'-specifier (for lexical categories, this would entail a complication
of the notion of L-relatedness in terms of which we defined A- and A'-
positions in 3.3.2.3; however, I'll leave this question to one side). This posi-
tion is able to form an ‘escape hatch’ for extraction thanks to the second
clause of the definition of g-marking given in (160). Consider the configura-
tion where a category is successive-cyclically moved through the A'-Specifier
of VP:
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(162) I
RN
I VP
t/ N

Assuming that a specifier always agrees with its head (see the discussion of
this relation in 2.6), we see that I g-marks the trace here, since I is the sister
of VP, a category that agrees with the trace. Since VP does not dominate I,
it cannot be a barrier for the trace, because it doesn’t dominate both the trace
and its g-marker. However, VP is a barrier for any extraction which does not
pass through its A'-specifier. This is why VP-adverbs can form weak islands,
as in the case of pseudo-opacity (see (119b) above). As we saw above, argu-
ment wh-elements can form an address-based dependency in this case. More
generally, if the Specifier position is filled in (162) (or a similar configuration
in another non-argumental XP), then the only option for extraction is the
formation of an address-based dependency. This is how the weak-island con-
figurations that we looked at in 4.6.2 are created: factive islands, negative
islands, and wh-islands.

CP, like other maximal projections, is a barrier for material it contains.
Hence the only way out of CP is by formation of an address-based depen-
dency (this option being available for argument wh-traces only) or by pass-
ing through the A'-specifier, SpecCP. In wh-islands, the A'-specifier is filled,
and so all wh-islands block adjunct extraction. Argument extraction via an
address-based dependency is possible unless some independent factor such
as Tense (see 4.6.3) intervenes.

DPs are also barriers for the material they contain. Moreover, DPs are typ-
ically arguments. Developing Chomsky’s proposal in Barriers that adjunction
to arguments is impossible (see 100a), Manzini proposes that argument XPs
cannot have A'-specifier positions. So the configuration in (164) never obtains
with DP. For this reason DPs are always weak islands, and can become strong
islands either through an intrinsic property of D (definiteness, as we saw
above) or by containing a Case-marked N, as in the case of the complement
CNPC. In both cases, the address-based dependency is blocked.

So we see that subjacency too can be derived from the locality principle
in (154), combined with the definitions of barrier and g-marking in (159)
and (160). As we saw at the end of the previous section, the other principal
element of the theory of locality is proper head-government. Here the
main facts to account for are C-t effects. So now let’s see how Manzini’s the-
ory can deal with these, and, in particular, whether they can be unified with

(154).

4.6.5 C-t Effects Again
The configuration for the Complementizer-trace effects is (163), as we have
seen:
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(163) CP
yd \C
t'i !
N
(|: IP
(Agr) ¢ I

As we saw in 4.5.2.1, Rizzi argues that C must contain an abstract Agr in
order for ¢, to be properly head-governed. Manzini follows this basic idea, but
reduces the requirement to the general locality principle of (154). In other
words, the proper head-government requirement is derived, not primitive.
The basic idea is that the presence of an agreement relation is necessary
in order for the subject trace to have an address. The agreement relation is
optional in itself. If it does not hold, then the subject must form a categorial
dependency. Since CP is a barrier for the subject trace (you can see this if
you try the definitions of barrier and g-marking in (159) and (160)), SpecCP
must function as an escape hatch. So, if SpecCP is filled by another wh-
element, the sentence is bad. This is what we see in examples like (53):

(53) *Which band, were you wondering whether ¢, will play that song ?

This example violates locality because the trace and the antecedent are

separated by the barrier CP. ‘
So, where the agreement-in-C option is not taken, the subject must move

through SpecCP. Now, SpecCP agrees with C by Specifier-head agreement,
and SpecIP agrees with I by Specifier-head agreement. By transitivity of
agreement, C and I also agree. So, we have agreement in C. This is mani-
fested in English by the null alternant of that and in French by the presence

of qui, as we saw in 4.5.2.1. .
If, on the other hand, the agreement-in-C option is taken, then the subject

trace can form an address-based dependency. Here we automatically get the
null form of that and qui instead of que. When the subject forms an addres§-
based dependency, it can escape from wh-islands and negative islands, as in

(148b) and (149a):

(148b) ?Who, don’t you think t; can help us ?

(149a) ??Who, do you wonder whether we believe t; can help us ?
As long as we assume that agreement in C is related to the formation of
address-based dependencies, we can reduce the proper head-government
requirement to the general locality principle.
4.6.6 The Nature of Move-a

So we see that Manzini is able to unify subjacency, antecedent-government,
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and proper head-government under a single principle. Remember that this
principle also applies to DP-movement and head-movement. So the theory
of Move-o reduces to (5b) — the statement that movement creates binding
relations — and the locality principle in (154). In fact, since binding involves
the formation of one kind of sequence (one based on categorial indices) we
can collapse (5b) and (154) as follows:

Move-o. (Final Version):
(164) a dependency such that there is an antecedent B for o and a sequence
(B .... @) where no link of the sequence crosses a barrier

You might notice that this definition doesn’t really say much about move-
ment or about the creation of syntactic derivations. Following Rizzi’s pro-
posal for antecedent-government, it is natural to think of (164) as a condition
on the formation of chains:

Chain:
(164') a dependency such that there is an antecedent f for a and a
sequence (B .... o) where no link of the sequence crosses a barrier

We’ve seen that there are various kinds of chains: 8-chains formed by DP-
movement and A-chains formed by anaphors of certain kinds (see 3.5.3);
(164') can be taken as defining the class of chains which is then subdivided
in various ways.

So it may turn out that we don’t need Move-a at all, but simply the notion
of chain given in (164'). This is an important issue, because if we don’t need
Move-a but can make do just with chains, then we don’t really have deriva-
tions, but instead we can posit a single level of syntactic representation which
contains all relevant semantic, phonological, and lexical information. The issue
of whether syntax is really derivational or is instead ‘representational’ has
been debated for over 10 years now, and is still not resolved. After all we
have seen in this chapter, it should be reasonably clear that it is at best
extremely hard to tell whether Move-a has an existence independently of
chains.

4.7 Conclusion

This chapter has dealt with one of the most important areas of research in
generative grammar. It is also worth pointing out that the phenomena dis-
cussed here, unlike those discussed in the other chapters, were completely
unknown 40 years ago and have received no interesting treatment in non-
generative theories. I've presented a general theory of locality, following
Manzini’s work, but after all the technicalities it’s perhaps useful to take stock
of what is in fact known about locality. I’ll try to list these points below:

s despite appearances, wh-movement is not unbounded but local, cyclic
and sensitive to islands (4.1, 4.2.1, 4.2.2)
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e adjunct wh-movement and argument wh-movement show differing
behaviour, with adjunct wh-movement being much more constrained
than argument wh-movement (weak vs strong islands) (4.3.1)

e adjunct wh-movement patterns with DP-movement and head-
movement in being blocked by a potential landing-site (relativized
minimality; 4.5.1)

e argument wh-movement obeys the CED, the CNPC, and is sensitive to
Tense and definiteness inside otherwise weak islands (4.6.3, 4.6.4)

» all movement is subject to a proper head-government requirement (4.3.2;
4.52;4.6.5).

Manzini’s approach captures all these observations under a single locality
principle, as we saw in 4.6. This locality principle is formulated in terms of
barriers, which are, in turn, defined in terms of g-marking, as we saw. The
notions of barrier and g-marking are configurational notions, in that they
define certain types of structures in a purely geometric way.

In recent work that sketches out the minimalist programme (see 2.6),
Chomsky has suggested a seemingly rather different approach. According to
this view, the essence of locality should be that any operation of move-
ment is as ‘short’ as possible, in that movement should always target the
closest available landing-site. In fact, relativized minimality effectively
states this, since it says that a category B of the same type (A, A head) as
o — a potential landing site for o — prevents o being moved past B. So one
can readily think of a ‘shortest move’ constraint as applying to adjunct wh-
movement, DP-movement, and head-movement. It is not clear how this idea
should extend to argument wh-movement, though. Here we presumably need
to refer to actual rather than potential landing-sites, with the class of actual
landing sites defined by subjacency in some way. At the time of writing, no
proposal has been made for dealing with the locality constraints on argument
wh-movement that fits with the minimalist conception of shortest move.

This chapter has not had much to say about comparative syntax, on the
face of things at least. I've mentioned Rizzi’s work on wh-islands in Italian,
Huang’s work on adjunct wh-elements in Chinese, and Kayne’s work on
Preposition-stranding. However, I hope you can see that the kinds of phe-
nomena that are being dealt with here are fundamental to linguistic theory.
The tacit assumption throughout this chapter has been that the principles that
are being put forward are UG principles, subject to a small degree of param-
etrization. Now that you have a reasonably good idea what a number of those
principles and some of the associated parameters are, it’s time to take a wider
view and look at the theory of parameters.

Parameters Discussed in this Chapter

As just mentioned, parametric variation has not been a central focus of this
chapter. None the less, a number of parameters have been discussed to vary-
ing levels of detail. I'll now summarize and elaborate on what we've seen.
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1. Some languages, like Russian and Latin, appear systematically able
to violate the Left Branch Condition, while languages like English
cannot (see 4.1). We suggested that this might be connected to
the absence of overt D-elements in these languages. French can
apparently violate the LBC in the sole instance of combien, a quite
mysterious fact.

. In 4.3.1.2 we saw that there is variation as to the level at which wh-
movement can take place. In Chinese, wh-movement is always covert
(but see Watanabe (1992), Aoun and Li (1994)). Many languages pat-
tern like Chinese: Japanese, Korean, Armenian, and others. In French,
main-clause wh-movement is optionally overt or covert, depending on
register, while wh-movement in embedded [ +wh ] clauses is always

obligatory:

(165a) Quelle fille a-t-il embrassée? (Standard/literary French)
Which girl has he kissed?
(165b) ' a  embrassé quelle fille? (Colloquial French)

He has kissed which girl?
Which girl did he kiss?’

(165¢) Je me demande quelle fille i a embrassée (Both registers)
‘I wonder which girl he has kissed’

(165d) *Je me demande il a embrassé quelle fille
I wonder he kissed which girl

In English, a single wh-element moves to the Specifier of a [ +wh ] CP;
where there is more than one wh-element in a clause, the others do not
move overtly:

(166) Who, t, said what ?

As mentioned in the Appendix to Chapter 3, however, the interpreta-
tion of the wh-element in situ (what in (168)) as a quantifier binding a
variable implies that we should assume that it moves covertly to
Spec,CP. If so, the LF of (166) might look like (166'):

(166') Who, what; t; said t ?
Some languages, including most of the Slavic languages, overtly form
multiple questions that look like (166'). This is shown in the Russian
example in (167):
(167) Kto &o kogda skazal?

who what when said?

‘Who said what when?’

There are interesting differences among these languages as regards the
multiple wh structures: see Rudin (1988) for discussion.
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3. In 4.2.3 we saw Rizzi’s evidence that Italian has slightly different BCs
from English. Sportiche (1981) showed that French patterns like Italian.
You might have noticed that we didn’t see a way to integrate this vari-
ation into Manzini’s version of subjacency in 4.6.4.

4. In (75), we saw the full effects of the null subject parameter, as described
by Rizzi (1982). We recapitulate these here:

(75a) Possibility of phonologically empty referential subject pronouns
(75b) Impossibility of overt expletive pronouns

(75¢) Possibility of free inversion

(75d) Apparent absence of Complementizer-trace effects

In 3.3.3, we suggested that the trigger for the null-subject parameter was
the presence of verbal inflection that permits the identification of the
referential properties of subject pro; we also discussed some problems
for this idea. A number of researchers, notably Safir (1985), have denied
that the properties listed in (75) correlate. Certainly, a superficial sur-
vey of languages will show that they do not. However, (75) is not a state-
ment of an implicational relation of the Greenbergian kind that we
discussed in Chapter 1 (see 1.3.3), but a statement of properties that fol-
low from the availability of referential pro in a system of a given kind.
If we look across all the languages of the world, we are likely to bring
a number of extra unknown variables into play that may well disturb
these correlations; but this would not affect their theoretical validity.

5. English allows Preposition-stranding; French doesn’t. Most of the
Scandinavian languages pattern like English (although Icelandic is a spe-
cial case: see Kayne (1984)). In Dutch and German, the complement of
a Preposition can only be extracted if the wh-element takes on a par-
ticular form into which the Preposition appears to be incorporated (see
van Riemsdijk (1978)); archaic English shows the same phenomenon, as
in the person whereof I spoke. In Welsh, the Preposition must agree with
the wh-trace, giving something like the person I spoke of+3sg (see
Hendrick (1988) — although Hendrick does not treat these cases as
extraction). We saw in 4.3.3.2 that the difference between English and
French can be related to the differing status of Prepositions as Case-
assigners in these languages: see 2.5.3.

Further Reading

In this chapter more than the others, I've mentioned the central readings in
the text; so here there’ll be rather more repetition than in the other Further
Reading sections.

wh-islands are discussed briefly and rather inconclusively in Chomsky
(1964). Otherwise, the reference for island phenomena is Ross (1967),
published in almost unaitered form as Ross (1986). This is a classic text of
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generative grammar, and contains a wealth of insight and information. It
remains a very influential piece of work. A good up-to-date discussion of
island phenomena, including the division into weak and strong islands, is
Cinque (1991). The first chapter of Manzini (1992) is an excellent overview,
and is perhaps the best thing to read after this chapter.

Subjacency was first formulated in Chomsky (1973), an article which, as 1
said in the Further Reading to Chapter 3, is difficult but worth looking at.
Successive cyclicity and the Strict Cycle Condition are also introduced here.
The other major works on subjacency are Chomsky (1977), Rizzi (1982, ch.
2) (on the parametric variation between English and Italian; in this article,
originally circulated in 1977, the idea of parametric variation appears for
the first time), Huang (1982) (showing that it doesn’t apply to covert
wh-movement; argument-adjunct asymmetries and the Condition on
Extraction Domains are first discussed here), Lasnik and Saito (1984, 1992),
Chomsky (1986b) (Barriers), Cinque (1991), and Manzini (1992).

The Empty Category Principle was first proposed in Chomsky (1981).
Several of the chapters of Kayne (1984) develop the idea in various ways;
here the account of Preposition-stranding and the theory of connectedness
are proposed. An approach comparable to connectedness is put forward by
Pesetsky (1982). In addition to the references given under subjacency in the
previous paragraph, all of which also deal with the ECP, important work on
the ECP is found in Aoun (1985, 1986), Aoun, Hornstein, Lightfoot and
Weinberg (1987) — Aoun’s theory of ‘generalized binding’ largely anticipates
relativized minimality.

Parasitic gaps were first discussed by Taraldsen (1979). Chomsky (1982,
1986b) discusses them in detail, and proposes quite different theories. Other
important works on this phenomenon, in addition to Kayne (1984), are
Engdahl (1983, 1985), Bennis and Hoekstra (1984), Longobardi (1985), and
Frampton (1989).

The remaining topics of the chapter — barriers, relativized minimality, and
locality — are discussed in the eponymous monographs by Chomsky (1986b),
Rizzi (1990), and Manzini (1992) respectively. After reading this chapter, you
should be able to tackle that material: indeed, I hope much of it will seem
familiar. The important recent works on the theory of movement that I haven’t
gone into detail about here are Cinque (1991) and Lasnik and Saito (1992).

The question of whether Move-a has an existence independently of chain-
formation was first raised in Chomsky (1981, ch. 6). The idea that Move-a
should be reduced to chain-formation is argued for notably by Sportiche
(1983), Brody (1985, 1995), and Rizzi (1986¢). Moreover, both Rizzi (1990)
and Manzini (1992) present theories that are broadly compatible with this
view, as we have seen. The opposite view, namely that Move-a exists inde-
pendently of properties of chains, is espoused by Lasnik and Saito (1984,
1992) and Chomsky (1986b). The minimalist organization of the grammar (see
2.6.2) appears to be ‘derivationalist’, but see Brody (1995) for a ‘representa-
tionalist’ version of minimalism.
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Exercises

Exercise 1

We haven’t said much in this chapter about extraction of APs, although we
mentioned in 2.4 that wh-APs exist and can be moved. However, there are
some surprising constraints on AP-extraction. Here is a range of different
kinds of APs:

1. John considers Bill [, intelligent ] (epistemic)

2. John made Mary [, angry ] (causative)

3. We hammered the metal [,, flat ]  (resultative)

4. Keith took the stage [,, drunk ] (circumstantial)
5. Kazuo ate the fish [, raw ] (depictive)

Try extracting these APs (with how) in this environment and in weak-
island contexts. Try also to see whether the different kinds of APs are
selected (by seeing whether the verbs are grammatical, or have the same
meaning, without them). What generalizations can you arrive at here?

Exercise 2

Chomsky (1977) showed that a range of constructions, including easy-to-
please constructions as in (1) and comparatives as in (2), involve movement
of a null wh-phrase (a null operator: see 3.2.2.2):

1. John is easy to please
2. Ruth is stranger than Richard is

Chomsky used three main diagnostics for wh-movement:

3. It leaves a gap
4. Tt is apparently unbounded
5. It obeys subjacency

Show that these diagnostics apply to the operations in (1) and (2). This will
entail showing the positions both of the gap and of the empty operator. (Hint
regarding (2): many dialects of English express (2) as Ruth is stranger than
what Richard is.)

Why can’t we analyse easy-to-please constructions as involving the follow-
ing movement dependency (possibly mediated by cyclicity)?

6. John, is easy to please t;

Finally, following on from our brief discussion of control in 3.2.2.2, what does
the interpretation of the PRO subject of to please tell us here?

Exercise 3
Consider the following parasitic-gap data:
This is the book that I filed t...

1. ... without reading e
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. *...before hearing the rumour that the author had plagiarized e

2
3. *...after wondering whether I should throw away e
4. *_._after the author of e had come to dinner

5

. *...after going on holiday without reading e

What does this tell you about parasitic gaps? How best might they be
analysed, especially in the light of Exercise 2?

Exercise 4
Look again at the contrast between (27) and (28), which illustrates the Right

Roof Constraint:

(27) *The proof that the claim t; was made by the Greeks was given in
1492 [, that the world was round ]

(28) The proof that the claim t, was made [, that the world was round ]
by the Greeks was given in 1492

There’s a simple explanation for the rightward-boundedness of movement
in terms of subjacency and successive cyclicity. Or is there? Think about
it.

Exercise 5

In Modern Greek, factive islands are strong islands. That is, they block
extraction of both arguments and adjuncts (this was discovered by Roussou
(1993)):

1. *Pjon; thimase pu sinandises t,?
Who you-remember that you-met?
‘Who do you remember that you met?’

2. *Pote, thimase pu sinandises ti - Mariat.?
When you-remember that you-met the Maria?
‘When do you remember that you met Maria?’

How might we integrate this fact in a theory like Manzini’s? These factive
complements have a special complementizer (pu); might this fact be signifi-
cant?

Exercise 6

We saw in 4.4.3.2 that noun-incorporation cannot move the head of a sub-
ject DP into the verb. In that case, what do you make of the following
Onandaga example?

1. Ka- hi- hw- i ne? o- HSAHE? T-a?
3n- spill- CAUSE- ASP the PRE- bean-SUF
‘The beans spilled’
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2. Ka- HSAHE? T- ahi- hw- i
3n- bean- spill- CAUSE- ASP
‘The beans spilled’

The solution to this problem should become apparent if you re-read Section
2.32.

Exercise 7
Anaphors can occur inside DPs, as we have seen. These DPs can, under the

right circumstances, undergo wh-movement, giving sentences like (1):
1. [pp; Which songs about himself, ] does Mick; particularly like t, ?

To bring (1) into line with the binding theory, we have to propose that
there is an LF operation of reconstruction which ‘puts the wh-DP back’
in the position of the trace. Once in the position of the trace, the reflexive
can be bound in conformity with Principle A, as you should be able to

see.
Barss (1986) discussed more complicated cases of reconstruction, such as

the following:
2. [pp; Which songs about himself; ] did Mick ;) say that Keith, likes t; ?

As the indexing indicates, either Mick or Keith can be the antecedent of him-
self in (2). How can we account for this using successive cyclicity?

A further complication arises where a VP is fronted. Here only the lowest
interpretation is available. We can see this if we disambiguate the possible

antecedents as in (3):
3. *[yp; Talk about himself; ], Mick; said that Sheena never did t,

4. [yp; Talk about himself, ], Sheena said that Mick; never did ¢,

Can you think of a way to exploit the VP-internal subject hypothesis (2.34)
and the binding theory in order to account for (3) and (4) as well as the con-
trast with (2)? See Huang (1993).

Appendix: Syntactic Scope and Logical Scope

In the Appendix to the last chapter, I introduced the operation of Quantifier
Raising (QR) and the idea that there is covert wh-movement in the mapping
to LF. I also introduced the idea of logical scope. Here I want to follow up
that discussion and introduce some ideas about the relation between syntac-
tic scope and logical scope.

We saw in the last Appendix that in predicate logic the scope of a quanti-
fier is the contents of the parenthesis to its right in the formula. We also saw
that logical variable-binding corresponds to an A'-binding relation (in the
sense of c-command and coindexation) between a quantifier and its trace (the
trace is technically a wh-trace in all instances, subject to Principle C of the
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binding theory). A natural extension of this is to say that the scope of a quan-
tifier is its c-command domain at LF.

Now, clauses can contain two quantifiers which can show relative scope
ambiguities. Here is an example:

(A1) Someone loves everyone

The two interpretations of (A1) are: (i) that there is a single maximally phil-
anthropic individual, i.e. one lover for the whole world, and (ii) that every-
one has a lover. The difference is this: in reading (i) everyone has the same
lover, while in reading (ii) everyone may have a different lover. (You might
notice that reading (i) entails reading (ii), that is, reading (i) will be true
whenever reading (i) is true; but reading (ii) does not entail reading (i), as
reading (ii) can be true where people have different lovers, but reading (i) is
false on this interpretation.)

In predicate logic, we can represent the different readings as follows (trans-
lating ‘someone’ and ‘everyone’ slightly inaccurately as ‘pure’ quantifiers):

(A2) (i) 3x (Vy (Love (%, y)))
(i) Vy (3x (Love (v, y)))

The relative scope of the quantifiers is clearly indicated by their order in the
formulae. The rules of interpretation will guarantee that the entailment rela-
tions come out correctly, something that we don’t need to go into here (see
Allwood, Andersson and Dahl (1977), for example).

If, in our LF-representations, scope is determined by c-command, then rel-
ative scope should be determined by relative c-command. The ambiguity of
(A1) implies that there must be two distinct LF representations, one in which
someone c-commands everyone, and one in which the relations are the other
way around. The earliest theory of LF was May (1977), and he proposed that
these c-command asymmetries arose as the result of different orders of
adjunction to IP. So, on this view, the two readings of (A1) correspond to the
LFs in (A3):

(A3) (1) [;p someone, [, everyone; [;; t; loves t 1]
(i) [ everyone; [;p someone; [}, t. loves t 11

It’s clear that where one quantifier Q, has wider relative scope than another
quantifier Q;, Q; c-commands Q, - and conversely. C-command relations thus
feed into the semantic interpretation rules at the LF interface, so as to deter-
mine the different entailment relations.

More recently, Hornstein (1995) has developed a variant theory which
exploits the same basic idea - that scope relations are determined by c-com-
mand relations — in a minimalist framework. Hornstein adopts the analysis of
transitive clauses that we sketched in 2.6; subjects are base-generated in
Spec,VP and objects in the complement of V. By LF, the subject raises to
Spec,AgrSP and the object to Spec,AgrOP. Hornstein adopts one further min-
imalist assumption that I haven’t mentioned up to now: that traces are really
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copies of moved categories (this is an idea with potentially far-reaching impli-
cations, as you can probably see). In both PF and LF, one copy of a moved ele-
ment must be deleted. In PF, this is the one we’ve been calling a trace ~ the
one you don’t hear. But you don’t have to delete the same one in LF. To see
how this can be made into an account of relative scope, let’s look at the rep-
resentation of a sentence containing two quantifiers prior to copy-deletion:

(A4) [Spec Agrsp SOMEONE ... s pecagrop CVETyone [yp someone loves every-
one l}]
Now you must delete one copy of each quantifier, and at LF you’re free to

decide which. If you delete the upper copy of someone but the lower copy
of everyone, then you get an interface representation like (AS5):

(AS5) [specagrsp - [specagop EVETyONE [yp someone loves ]]]

This gives us reading (ii). If you delete the lower copy of someone, you get
reading (i) whatever you do with everyone, and the same'result ensues .1f you
delete the upper occurrence of everyone. The crucial point, how'ever, is that
the copy + deletion approach gives us the possibility of two dxffe.rent LFs
corresponding to the different relative scopes. And we retain .the idea that
relative scope is determined by c-command relations. Horpstem’s approa}ch
does not appeal to a special rule like QR; the DPs are rals?d for checking
reasons (this implies that they are in A-positions; combined with the fact thf:y
don’t have traces in the sense we’ve seen up to now, this entails that a dif-
ferent approach to variable-binding has to be adopted: see Hornstein (1995)
for details). .
wh-elements can interact scopally with other quantifiers, as in (A6):

(A6) What did everyone buy for Bill?

Here what can be either inside or outside the scope of everyone. That is, the
sentence can be either asking for a single answer (‘everyone got tqgether and
bought him a gold watch’) or a ‘pair-list’ answer (‘Mick bought him a yacht;
Keith bought him a spoon; Charlie bought him a record token’, etc.). On the
first interpretation, what is outside the scope of everyone — so we hgve one
answer for everyone. On the second interpretation, the scope relations are
reversed, and so everyone has a (potentially) different answer. There has been
quite a bit of work on these interactions, starting with May (1985). _

When two wh-quantifiers appear together in a single clause, they typically
require a pair-list reading:

(A7) To whom did Johnny dedicate which song?

The natural answer to this question consists of pairs of people aqd songs.
Higginbotham and May (1981) proposed that what happens here is that a
complex wh-quantifier is created at LF by the absorption of the two wh-
elements in Spec,CP at LF:

(A8) [cp {To whom,, which songj} [ did Johnny dedicate ¢, t; ]] ?
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(I'm avoiding the technical details of absorption here.)
Finally, wh-movement at LF appears to show C-t effects. This is shown by

the phenomenon of superiority, illustrated by the following contrast:
(A9) Who, t, drank what,?
(A10) *What; did who, drink t; ?

If who has to raise at LF, we can attribute the ungrammaticality of (A10) to
the general impossibility of extracting a subject following a filled comple-
mentizer: the C-t effect discussed at length in this chapter. Note that we must
then assume that there is a null wh complementizer in embedded clauses in
order to account for superiority effects in embedded clauses (see 1.4.2.2):

(A11) *I can’t remember whatj who, drank 4

If we adopt the Rizzi-Manzini account of C-t effects discussed in 4.5.2 and
4.6.5, one that relies on Spec-head agreement in CP, then this requirement
must extend to LF.

The proposal that relative scope is determined by c-command is not
restricted to quantifiers, but extends to negation, for example. We see this if
we look again at an example of ambiguous scope of negation, as in (121),
repeated from 4.5.1:

(121) They don’t exploit their fans [ because they love them ]

As we noticed in 4.5.1, negation here can have main-clause scope (giving the
interpretation that they love their fans, and therefore don’t exploit them), or
adjunct scope (giving the interpretation that they exploit their fans for some
reason other than love). Now, we've assumed throughout our discussion of
adjuncts in this chapter that they are adjoined to VP. We've also assumed that
negation is situated outside VP (see 1.4.1 in particular), perhaps in NegP.
Since NegP c-commands VP and VP-adjuncts, the scope ambiguity of (121),
and in particular the fact that extraction of the adjunct can only give an inter-
pretation where the adjunct is outside the scope of negation (as we saw in
(122)), indicate that the adjunct can appear higher up than VP. It seems that
we must allow different levels of attachment of adjuncts, in order to capture
the scope ambiguities with negation that we observe. A natural possibility
would be to allow adjunction to AgrSP (this would be a problem for the
Barriers account of the CED (see 4.4.1.3), but not for Manzini’s — you should
be able to see this if you look again at 4.6.4). Something further needs to be
said so as to allow negation to apply only to the adjunct when it has adjunct
scope. I'll leave this as an open question.

As you might imagine, I haven’t covered all there is to say about LF here.
My excuse for this is that LF is an invariant level, and the focus of this book
is on comparative syntax — hence things that vary across languages. The most
up-to-date book on LF is Hornstein (1995).

5

Principles, Parameters, and
Language Acquisition

5.0 Introduction

In this chapter, I don’t intend to present any more of the mechanics of syn-
tactic theory. Instead, I want to look at how the things we’ve seen in the ear-
lier chapters relate to language acquisition and language learnability. In 5.1,
I’ll go through the argument for the existence of an innate language faculty
that comes from the poverty of the stimulus to language acquisition. In 5.2
we’ll look at how the ‘principles-and-parameters’ approach to language uni-
versals and language acquisition can give us a handle on this problem. Here
we’ll briefly outline the implications of the principles-and-parameters
approach for language acquisition. Finally, in 5.3, I'll say something about the
implications of the principles-and-parameters approach for the study of his-

torical change in language.

5.1 The Argument from the Poverty of the Stimulus

5.1.1 The Nature of the Final State

In this section I review the well-known argument for the innateness of the
language faculty that stems from the observed poverty of the stimulus to lan-
guage acquisition. The idea is that the stimulus to language acquisition is defi-
cient in two ways, which we will refer to as the noisiness and the
incompleteness of the input to language acquisition.

Before considering the argument in detail, it is perhaps worthwhile to recall
the nature of adult competence, or the kind of knowledge that makes up the
adult I-language. Of course, the entire book up to now has been about
this. The detailed, intricate complexity of the language faculty should be very
apparent to you by now. It’s only when one is aware of this complexity that
one can fully appreciate the force of the argument from the poverty of the
stimulus.

So let’s look at some of the things an adult native speaker of English knows.
Speakers of English can distinguish sentences with the grammatical SVO
order from those with other imaginable orders, as illustrated by the follow-

ing sentences:
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