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1.2. Summary

Research on word order typology has shown strong correlations among the serialization of different heads relative to their arguments. More recently, the thesis has been formulated that other syntactic differences between languages, which go beyond serialization, can also be predicted or derived from the linear order of verb and object (or, rather, the structural factors determining linearization; cf. especially Haider, 2015, 2020).

The project Consequences of Head Argument Order for Syntax (CHAOS) proposed here is intended to investigate in a cross-linguistic comparison whether such predictions are correct, but also to identify those factors that can be simultaneously held responsible for the differences in the serialization of the object and the verb and for the corresponding syntactic properties going beyond linearization. For this purpose, different language samples will be examined: samples representative of the linguistic areas, languages with ‘striking’ serialization patterns (e.g., OVX), and language families or languages with considerable internal variability.

Thus, the project tries to test hypothesis-based predictions about the limits of linguistic variability (which properties are, for example, inadmissible or unlikely in OV-languages?) in syntactic areas for which such a connection has not been investigated thoroughly so far. It also addresses the plausibility of syntactic models that assume that different structural types exist within the group of OV- or VO-languages, and contributes to the topic “surface stability” of the proposed CRC in this respect.

1.3. Research rationale

1.3.1. Current state of research and preliminary work

Word order typology is one of the most visible and successful branches of comparative grammar research. In its research tradition, following the seminal work of Greenberg (1963), important correlations among the orders of various types of heads and their dependents have been uncovered, such as the strong tendency for a harmonic serialization of verbs and adpositions relative to their complements: object-verb (OV-) languages are predominantly postpositional, while the large majority of verb-object (VO-) languages have prepositions. The source of such correlations has mostly been traced back to the diachrony of languages, language learning, and to the functional-adaptive shaping of the form of languages (cf. Braquet &
Research in word order typology has so far focused on correlations among the ordering laws for heads and their respective dependents, so that relatively few results have been found for the impact of head-dependent order on further grammatical domains. One prominent example of the latter type of effect is the correlation between the order of the verb and the object, and the type of the marking of core arguments in a clause; in particular, there is a predominance of the SVO-8 (subject-verb-object) word order type among zero marking languages in which grammatical functions of arguments are not expressed by any morphological marking (Mallinson & Blake, 1981; Siewierska & Bakker, 1996; Sinnemäki, 2010). Ergative alignment does not appear to go well together with SVO-order (Roberts, 2019, p. 482ff.). The realization of indirect objects is influenced by verb-object order (Dryer with Gensler, 2013). Languages with VO-order are also more likely to move wh-phrases (who, which proposal) to the left periphery of the clause than subject-object-verb (SOV-) languages (Dryer, 2007; Hawkins, 2014), a fact that may stem from the frequent presence of a preverbal position for focus in the SOV-languages (e.g., Czypionka, 2007), into which wh-phrases fit in semantic/pragmatic terms. There is also an influence of the order of the verb and its object on the distribution of serial verb constructions, clause chaining (Schiller, 1990), and converbs (Haspelmath, 1995). The Final-over-Final Constraint (Biberauer, Holmberg, & Roberts, 2014) regulating the ordering possibilities of an embedding and an embedded head relative to their complements is a further important result.

The question the proposed research project CHAOS wants to address is whether there are systematic overall differences in the grammar of VO- and OV-languages that go beyond head-dependent ordering and are intrinsically related to or caused by the structures linked to the different linearizations of the verb and the object. There are at least three reasons for why such systematic correlates of the order of the verb and the object should exist.

First, some syntactic processes and relations have turned out to be inherently directional. Due to this directionality, their effects may be different in VO- and OV-languages. For the purposes of scope marking and clausal typing, wh-phrases that do not stay in their canonical position always move to the left periphery and never to the right periphery of the clause, at least in spoken languages (see Petronio & Lillo-Martin, 2014; Petronio & Lillo-Martin, 1997; Geraci & Cecchetto, 2013). Linear order plays a role in quantificational binding (Jackendoff, 1990; Petronio, 2006; Siewierska & Bakker, 1996; Siewierska, 2006; Holmberg, 2012). The realization of indirect objects is influenced by the order of the verb and the object. There are at least three reasons for why such systematic correlates of the order of the verb and the object should exist.

Second, the functional adaptive forces shaping grammars may yield different outcomes in VO- and OV-languages. Hawkins (2008), for instance, argues that the different circumstances in the identification of the immediate constituents of VP imply that the distinction between objects and adjuncts is less strict in OV-languages than in VO-languages. This leads to the expectation that this greater similarity of objects and adjuncts might extend to grammatical-function-related constraints on the extraction of phrases – one could argue that island effects should be “crisper” in VO-languages. Furthermore, one should also see major grammatical differences resulting from the fact that syntax processing in OV-languages may be less structure-dependent than in VO-languages.

Third, from a generative syntax perspective, the basic laws of structure building in (universal) grammar may be such that they imply substantial differences in the syntactic behaviour of OV- and VO-languages. This is particularly the case if, as assumed by Kayne (1994), Fukui and Takano (1998), and Haider (2013, 2014, 2015), the clausal structures related to one of the two orders are syntactically “more basic” (VO for Kayne and OV for Haider), so that the other serialization induces a more complex derivation for clauses and their structural representation. These differences in the derivation of VO- and OV-clauses can, for

---

8 In the tradition initiated by Dixon (e.g., Dixon, 1994), one would speak of AVO- rather than SVO-order.
9 They may optionally end up in the right periphery if the language places foci there; cf., e.g., Cain (2000) for Dhiveli.
example, have an impact on the degree of distinctness of subjects, objects, and adjuncts. If one starts out
with a basic VO-order (Kayne, 1994), and derives OV-order by leftward movement of the phrases surfacing
preverbally (e.g., Zwart, 1993), then all preverbal XPs end up in derived adjunct or specifier positions,
which suggests a high degree of similarity for processes that refer to structural properties of a phrase.
Again, the differences between subjects, objects, and adjuncts should be less pronounced in OV-
languages than in their VO-counterparts. In Haider’s proposal, (complex) verb phrases in VO languages
involve an elaborate system of leftward head movements which yield structures in which objects occupy
higher positions than they do in OV-languages (in line with the independently motivated proposals of

The degree of the syntactic difference between OV- and VO-languages to be expected is, of course, a
function of the mechanisms proposed for mapping VO to OV or vice versa. Mathew (2014), for instance,
derives Malayalam OV-order from a VO-base by simply moving the verb to the right, and Fukui and Takano
(1998) assume that VO-order arises by leftward verb movement from a verb-final base. In such models,
the hierarchical relations among the dependents of the verb remain the same in OV- and VO-languages –
but note that objects fail to form a constituent with the verb in OV-languages in Mathew’s proposal! It is,
however, fair to say that the empirical and theoretical foundation of the models assuming that differences
in verb-object order are related to pronounced structural differences, viz., Kayne (1994) and Haider (2013),
is much stronger. Furthermore, one also need not declare one of the two orders as the more basic one if
one wants to capture at least some of the presumed correlates of the order of verb and object. Neeleman
(2014) and Belk and Neeleman (2017), for example, derive the prediction that we find obligatory verb-
object adjacency in VO- and not in OV-languages from a law of case theory in interaction with the basic
order in a language. Summing up, we conclude that much of the pertinent generative literature supports
the expectation of substantial grammatical differences between OV- and VO-languages.

It should be noted that there is some overlap between the system of correlates of the OV-VO distinction
and the configurality parameter formulated by Hale (1983) some decades ago. Hale argued for a
principled division between languages that come with a rich hierarchical sentence structure (such as
English) and those with a rather flat sentence structure (such as Warlpiri). If structural distinctions are less
pronounced in OV-languages for syntactic or for processing reasons (as briefly discussed above), they will
be more “non-configurational” than their VO-counterparts.

The idea that the order of the verb and the object shapes the grammar to a large extent has been most
explicitly and most visibly formulated by Haider (2013, 2014, 2015). There are at least three types of
challenges for this view.

First, the empirical basis for such a far-reaching claim is still somewhat small, and there are known
It is neither obvious that his results are not influenced by an areal or genetic bias, nor can we be sure that
the grammatical characteristics of OV-languages are not strongly influenced by other factors usually
accompanying OV-order such as morphological richness. In other words, a much broader empirical basis
on which to assess the impact of verb-object order is called for in which more linguistic families and
linguistic macroareas figure as well. That said, Haider’s method of highlighting the comparison of
languages belonging to the same family is quite fruitful because it allows us to clearly carve out what
changes are mandatory or highly likely when languages change their word order type.

The identification of the factor that really causes some syntactic property constitutes the second challenge.
Consider, for instance, the connection between free constituent order and OV-order. Corver and Riemsdijk
(1997) already admitted that Slavic languages do not show such a correlation. Haider and Szucsich (in press)
respond to this difficulty by denying that Slavic languages belong to the SVO-type and classify them
as languages with undetermined verb-complement order.

There is, however, a different perspective on the Slavic languages that does not put them on a par with
English without giving up their classification as VO-languages. As Dryer (1997, 2013a) has argued,
complete clause patterns such as “SVO” or “SOV” do not really figure in comparative explanations, rather,
the explanatory force resides in two binary parameters “VO vs OV” and “SV vs VS”. As Dryer 1997, 2013a)
continues to argue, the Slavic language Polish may indeed be classified as VS (because of the ordering
frequency in intransitive clauses) rather than SV. Consequently, the word order differences between Polish
and English might be caused by the SV vs VS difference, which is in turn related to the “height” of the
subject (is it a constituent of VP, or does it have to be placed into a higher functional projection?). If OV-
languages place their subjects into low positions, the height of the subject rather than OV-order would be
the key to an understanding of free constituent order, if one assumes that it is movement to high functional
positions that makes word order inflexible (Fanselow, 2001). Other potential candidates for explaining the
Slavic-English/Scandinavian contrast are the richness of morphology or verb-object adjacency as an
independent property. The sample of languages by which one tries to assess the extent of the influence of head-complement order on other aspects of syntax must therefore be composed in such a way that it allows the identification of the relative contribution of factors such as those just discussed.

The third challenge is the most difficult one to deal with, at least in practical terms. Syntacticians tend to think about grammatical distinctions between languages in terms of binary choices: a language either has OV-order or it does not, the auxiliary precedes or follows the main verb, etc. But for some (if not most) of the criteria proposed by, for example, Haider (2015), the syntactic differences are not necessarily categorical: with respect to superiority violations (such as was hat wer gesehen lit.: “what has who seen”) or extractions from subjects (wen hat einladen zu müssen dich verwirrt), the difference between VO-English and OV-German is gradient in nature if one compares acceptability ratings (Featherston, 2005; Häussler et al., 2015 for superiority, and Jurka, 2010 for extractions from subjects), and pertinent sentences can even be found in corpora of English, though much less frequently than in German. Gradience may even affect the presence of subject expletives that may be obligatory (English), optional (Dutch), or prohibited (German) and their occurrence may be influenced by many factors, among them the nature of the predicate (transitive vs intransitive vs unaccusative). Finally, while English certainly lacks VS sentences, other languages allow them in different frequencies and under different pragmatic contexts. The properties relevant for possible correlation of the order and V and O are therefore not necessarily subject to a categorical parametrization. Unfortunately, for most languages, the collection of such gradient data is beyond the scope of a project involving cross-family and cross-area comparison.

The proposed research project CHAOS will mainly address the first two challenges, and confine itself to a minimum for the third challenge for practical reasons: investigating this challenge properly would possibly generate work for a whole Collaborative Research Centre.

The applicant and his team have been concerned with the research question of this proposed project for quite some time. Fanselow (1987) is an attempt to explain away the syntactic differences between English and German. The argumentation in this book often involves the gradient nature of the English-German contrasts. In later work, Fanselow has stressed the importance of low/VP internal subjects for German (e.g., Fanselow, 1991) and argued for a movement analysis of fixed rather than free constituent order (Fanselow, 2001). Cross-linguistic comparisons involving verb position effects stemming from former research projects are, for instance, reported in Czypionka (2007) and Skopeteas and Fanselow (2010a,b) with respect to the placement of focus.

Andreas Schmidt addresses the major question of the first challenge from above by in-depth analyses of Uralic languages (e.g., Schmidt, 2016), largely following the lead of Haider (2013). He has collected a considerable amount of data related to the project topic for Uralic languages, and collaborates intensively with the group of Balász Surányi in Budapest (NKFIH research project #135958 on the postverbal domain in OV-languages). In many respects, relevant syntactic differences in Uralic can be correlated with the OV-VO distinction. At the same time, there are untypically rigid OV-languages (South Sami) and untypically flexible VO-languages (Komi-Syrjänc), which shows that the OV-VO distinction must at least be modulated by further factors in an account of variability in Uralic. Fanselow, Traoré, and Féry (submitted) examine the OVX-language Tagbana for correlates of OV-syntax and find that the language’s profile resembles VO-languages much more than OV-languages. In work in progress by Fanselow, Nguyen Thi Suu, and Thuan Tran the isolating VO-languages Vietnamese and Taoih are compared. They find a surprising number of “OV-properties” in Taoih.

Fanselow (2020) discusses the research issues arising in the proposed project from a theoretical point of view, and comes to the conclusion that the height of the subject is a central factor in the correlations of properties such as those defined below. He concludes that an understanding of the connection between verb-object adjacency and high subject positions (should it be confirmed by comparative research) is a major challenge for theoretical modelling. Häussler, Eythorsson, Fanselow, Šimik, and Vicente† have compared the behaviour of seven European languages with respect to superiority violations, and found gradient differences in the acceptability of crossing movement that can, apparently, be best related to different modes of identifying the grammatical functions of core arguments (Häussler et al., under revision).

The present research proposal would not have been possible without intense discussions with Balthasar Bickel, Walter Bisang, and Hubert Haider, which also led to a jointly organized workshop on the topic at the 2015 DGfS annual conference in Leipzig.
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1.4. Project plan

With the CHAOS project, we intend to help clarify whether the order of verb and object is a good systematic predictor of grammatical characteristics that do not themselves relate to the order of heads and dependents. In this respect, CHAOS fits into the general prediction testing approach of the second phase of the CRC. To achieve this goal, we want to collect highly comparable data for languages from different areas and language families. On the basis of this data collection, we will find out what influence areal and diachronic factors have on the correlates of the verb-object-position, and, above all, we will identify other factors that interact with the verb-object-position in determining the grammatical profile of a language, and determine the relative strength these factors have in explaining possible correlations. Ideally, the results will enable us to draw conclusions as to how (and whether) such correlates can be predicted in a specific grammatical theory. A further goal is to establish whether the notion of an “underlying” head-complement order is useful for comparative research. This would imply that both OV-order and VO-order can have different underlying sources in different languages, so that CHAOS can also contribute to the “surface stability” idea of the CRC.

We first describe the set of grammatical properties to be investigated and then discuss the choice of languages. Methodological issues of data collection and data analysis are addressed in the third subsection, and the implications for grammar theory in the fourth. Finally, we describe two specific substudies that bring further methods into the project.

1.4.1. Properties to be investigated

The selection of the properties we want to check for a correlation with the position of the verb relative to the object is primarily determined by the question of whether a systematic grammar-theoretical connection between the criteria and the verb’s position can be made plausible. In the second place, we want to consider criteria for which a processing-theoretical reason cannot easily be translated into a syntactic law. Finally, however, criteria for which a correlation already appears to have been established should be added because they can serve as a control factor. The number of criteria to be checked should not exceed 20, and, ideally, should be lower.
For obvious reasons, the criteria list proposed by Haider (2013) and Haider and Szucsich (in press) can be taken as a starting point. However, the list given below has been augmented by further criteria based on results from the literature. As it stands now, our construction list is biased towards properties that figure in European languages, so we intend to integrate into the final list further criteria that may be useful for languages from other families and areas (and consequently drop items from the current list). In its first phase, the project will discuss the final composition of the list with its expert partners for the linguistic areas and families (cf. 1.4.3.).

1. **Position of the main verb relative to the object**

In addition to determining the normal order of the object and the main verb in main (a) and embedded clauses (b), possibly as a function of the main verb’s finiteness, we will collect information concerning possible adjacency requirements for the object-verb pair (c). Here, it may be necessary to determine the number and order of elements that can intervene between the verb and the object in order to control for possible parallels with Universal 20 effects (Neeleman, 2014). Furthermore, it must be determined (d) whether it is possible or necessary to place certain elements such as PPs or secondary objects behind the verb in OV-languages (as in Dutch or the O VX-languages, but not in Malayalam) and in front of the verb in VO-languages (XVO-languages as one finds them in the Hmong Mien family), and in what order they appear there (Neeleman & van de Koot, 2020).

The combined inspection of finite and nonfinite verbs in main and embedded contexts will allow an evaluation of the predictions of the Final-over-Final Constraint (Biberauer, Holmberg, & Roberts, 2014), which we will look at as a control because its validity has already been established by various methods, for example, by Jing, Blasi, and Bickel (under review, personal communication).

2. **Height of the subject**

This criterion is difficult to implement but data must be collected for it because of its theoretical relevance as an alternative source for the clustering of properties we are looking at.

When a language allows low subjects, they can stay in the VP. For VO-languages, the lowest licit position of a subject can thus be determined (or at least estimated) on the basis of the availability of VS-order. Does the subject precede or follow the main verb in intransitive/ergative constructions (a)? Is this ordering obligatory or optional, and are there factors that determine the choice if both orders are fine?

For OV-languages, the structural “height” of subjects will not normally affect the order of V and S, but the height of the subject/its possible location in the VP can be determined by checking whether subjects can be placed between the verb and a clear constituent of the VP, such as an indirect object for the case of a passivized or unaccusative construction, or a relatively low adverb (b).

There may be VO-languages in which the verb occupies a very low position in the VP, and may thus be unable to precede a subject even if the subject stays in VP. This problem can be addressed by determining the ordering of subjects and indirect objects and adverbs in VO-languages as well.

Quite in general, it is advisable to collect the data for both correlates of low subjects for both VO- and OV-languages, and analyse their impact independently first. The two subcases can then be collapsed into one at a later stage of the interpretation of the results.

3. **Obligatoriness of the subject position**

For languages with unstressed subject pronouns, it needs to be determined whether expletive subject pronouns exist and what the conditions are under which they are inserted (e.g., construction type: transitive, intransitive, unaccusative, passivized, extraposition). The criterion is an indication of a high subject position, or rather of the obligatoriness thereof.

Languages with subject pro-drop do not allow the obligatoriness of the subject position to be tested easily, but if Haider (2019) is correct that “null expletives” do not exist, the presence of impersonal passives (and other impersonal constructions) can be counted as evidence against the obligatoriness of the subject position. As suggested for the previous criterion, later analyses can work with the two subcases collapsed into a single criterion and with the two subcases figuring as independent criteria.

4. **Superiority**

Does the order of subject and object wh-pronouns in a multiple question correspond to the canonical serialization of subjects and objects (as in English), or is the reverse order possible as well (as in German), or is inversion even mandatory (as in Awing, Fominyam, dissertation to be submitted in 2021)? If the language can but need not cluster wh-elements at the left periphery (as, e.g., in Yiddish), superiority data must be collected for both clustering and non-clustering sequences.
5. Islands for leftward displacement
Subject-object asymmetries characterize leftward movement in English: only direct objects are fully transparent for movement (a Constraints on Extraction Domain (CED) effect, Huang, 1982). Can a subconstituent of X be moved out of X at all, and if so, is this possible independently of whether X is a subject, a direct object, an indirect object, or an adjunct, or is transparency confined to certain grammatical functions? Are there positional constraints (extractions only out of a preverbal/postverbal position)? Relevant displacement operations that can be tested are wh-movement, focus movement, the formation of discontinuous noun phrases (“split topicalization”), and quantifier floating.

6. Free omission of objects
Hawkins (2008) argues that transitive constructions with two lexical arguments come with greater processing difficulty in OV- than in VO-languages, and suggests that the omission of contextually inferable arguments is a way of circumventing this problem. One may thus expect to find more languages that allow the omission of object arguments in OV-languages. The omissibility of both subject and object positions was also proposed as a criterion for non-configurationality by Hale (1983), but the status of the criterion was already relativized by Jelinek (1984). There are also strong areal factors in the distribution of radical object drop (Creissels, 2005).

7. Type of marking of core arguments
Is the language head- or dependent-marking (Nichols, 1985)? How are the core arguments “agent of a transitive verb”, “object of a transitive verb”, and “subject of an intransitive” verb marked morphologically, if at all? Can the two arguments of a transitive verb be distinguished morphologically? And if so, under which pragmatic and syntactic conditions? What is the alignment pattern?

8. Constituent order
Is the order of the constituents in a clause fixed or free? In particular, can discourse-given objects and adverbs swap their positions (as in Dutch), and does the same hold for discourse-given objects and subjects in a transitive clause (A-scrambling, as in German)? Can an object precede a subject when the former is a discourse-topic, a contrast, or a focus (A-bar-scrambling)? See, for example, Corver and Riemsdijk (1997) for the importance of the distinction.

9. VP constituency
The various accounts of VO- and OV-order described above make different predictions concerning the presence of a verb phrase constituent. Can a constituent that comprises the verb, the object, and possibly further material dependent on the verb be preposed/moved in the language? Does this constituent necessarily exclude the subject (as in English, but unlike what holds in German)? Can the constituent that moves be smaller than the maximal VP (a so-called remnant VP as in German)? Is there VP-ellipsis? (But see Osborne & Gross, 2016 for a critical view.)

10. Locative and time expressions
The canonical order of temporal and locative phrases allows inferences concerning the basic branching direction of a language for its adjuncts since temporal expressions must be merged later into the structure than locative ones for semantic reasons.

11. Determiners and nouns
OV-languages turned out to be more likely to lack any article (86 of 187 languages) than SVO-languages (54 of 186) in the survey of Dryer (2013b,c). It has been claimed that the absence of articles (the absence of a DP layer, in generative terms) clusters with many further properties that we are also investigating here; cf. Boškovič (2009). In order to get a better assessment of the internal makeup of complex nominal arguments, one should also register whether the language allows recursive adjectival modification of a noun. Whenever easily available from the literature, the normal order of the heads in the noun phrase should also be registered.

12. Discontinuous constructions
Discontinuity of noun phrases is one of Hale’s (1983) criteria for non-configurationality. Together with Caroline Féry, we have collected pertinent data for some 300 languages that can be easily added to our database. So far, our data suggest that, syntactically, verb-initiality, verb-complement order, the nature of
case marking (phrasality of case), and the presence of A-scrambling play a role in determining if a languages allows discontinuous noun phrases.

13. Quantification/pronouns
Bobaljik and Wurmbrand (2012) (among others) have developed a model which predicts that languages with free constituent order should not show scope ambiguity for nominal quantification in the case of sentences with canonical constituent order. Languages with a low subject position (such as Chinese) should also be less likely to display scope ambiguities than fixed order languages with high subjects (cf. Aoun & Li, 1993 for pertinent empirical observations) such as English. It is not clear whether there is a practicable way of checking scope ambiguities in an enterprise like ours, and whether the differences between free and fixed constituent order languages are crisp enough for appearing as a criterion (cf., e.g., Fanselow, Philipp, & Zimmermann, submitted). Together with Project C02, we will carry out pilot studies comparing English, German, Dutch, and Russian in the first half of 2021 in order to have a basis for an informed decision on this possible criterion.

In many OV-languages, objects can bind reflexive possessors of subjects to their right (e.g., in Indian languages, cf. Mahajan, 1990), which is a clear indicator of the kind of free constituent order (A-movement) that one expects to be correlated with OV-order. In some OV-languages, overt possessors of subjects cannot bind object pronouns (e.g., in Warlpiri, cf. Simpson, 1991). This is an indication of the (lack of a) hierarchical organization in the clause that one would expect for VO-languages only.

14. Converbs
Does the language allow converbs (cf. Haspelmath, 1995)?

15. Constraints on finiteness of subordinate clauses
At least for certain types of subordinate clauses, OV-languages are more likely to prescribe the choice of non-finite (“deranked”) verb forms than VO-languages. This holds, for instance, for when-clauses (Cristofaro, 2013). Hence, we will try to establish whether finite subordinate clauses are possible with adverbial function and as subjects and objects, and whether there are restrictions on their placement. Is the nominalization of propositional constituents prescribed in certain constellations?

16. Restructuring and compactness
If a clause contains more than one verb/auxiliary, do these have to be strictly adjacent? Does the language allow restructuring/clause union phenomena? Haider (2013), among many others, observed that in the Germanic family, verbal complexes occur in OV-languages only, and a correlation of clause union/restructuring and verb-object order is also visible in the survey of Wurmbrand (2015): it is only VO-languages that lack restructuring altogether, or that show only restricted types of restructuring.

17. Serial verbs vs clause chaining
Does the language allow serial verbs? If so, is the order of the verbs strictly determined? Does the language allow clause chaining? (See Schiller, 1990.)

18. Tense/modals
Where are tense/modal verbs placed in a main/embedded clause? Can they be combined (as in German, but not in English)? Is their order relative to lexical verbs fixed?

19. Marking of information structure
Do subjects and objects differ with respect to the marking of topic and focus in terms of obligatoriness and the means employed?

20. Wh-scope marking
Constructions such as was denkst du wann es regnet with an object wh-word marking matrix scope for a wh-phrase embedded in a complement clause are rare, but there seems to be a tendency for languages possessing the construction to have OV-order (German, Dutch, Sorbian, Japanese, Latin, many Indoaryan languages) rather than VO-order (Serbian and Macedonian, Romani).

There are further properties that can easily be extracted from grammars and can inform us about possible correlates of verb-object ordering such as polysynthesis and tonality (WALS counts 72 SVO-languages with tone systems and 51 without, while 50 SOV tone languages contrast with 101 toneless languages,
perhaps an areal effect). We will add information on such additional properties provided it can be collected as easily as we believe. The placement of adpositions and genitives belongs to this easily available data.

### 1.4.2. Selection of languages

While Haider (2013) presents an impressive case for the important role played by verb-object order in the syntax of the Germanic languages, the book has not adduced sufficient evidence for establishing this point for the world’s languages in general, as mentioned above. The comparison of OV- and VO-languages must be placed on a broader foundation in a more representative way, so that the outcome is less likely to be influenced by a bias of area or language family. Below, five strategies for the selection of the language sample are described.

(i) Our goal is to have each of the macro-areas (Dryer, 1992), viz., North America, South America, Africa, Eurasia without South East Asia, South East Asia and Oceania, and Australia-New Guinea, represented by at least 4 languages in the sample, of which 2 should be OV, and 2 VO. The identification of these 24 languages representing the macro-areas is a crucial first step in the project program: the criteria list will have to be adjusted to the areas on the basis of the interaction with experts for the 24 languages so that a definite criteria list can be compiled with which the data for the 24 language can be collected, making a first comparative analysis possible. Following Dryer (2011), we will attempt to select languages from larger families in this broad comparison. Our approach is reminiscent of the model of typology proposed by Baker (2010).

We will refrain from integrating verb-initial languages into the database in order to reduce the number of factors that could interact with the order of verb and object in determining grammatical properties.

(ii) The items on the criteria list differ in their status: some of them are candidates for alternative explanations for the clustering of properties, unlike others. This holds for the height of the subject, the type of the marking of core arguments, and perhaps also for the freedom of constituent order. The set of languages described under (i) should be complemented by further languages in such a way that there is also enough variability for the three alternative explanatory properties. For example, not all VO-languages in the sample should disallow VS order in addition to SV, or lack morphological marking of grammatical functions.

Ideally, these additional requirements can be factored in by selecting languages that also lead to a broader representativity of language families. At least for morphological marking, we will try to make the set of languages correspond to its frequency in VO- and OV-languages. We expect the size of the language set to at most double in this process of selecting languages for a broader representativity of language families.

(iii) Haider’s method of focusing on a language family with variability concerning verb-object order (non-one-type families in the sense of Dryer, 2011) is particularly fruitful, since we can assume that normally there will be fewer further grammatical differences potentially blurring the impact of the OV-VO distinction for pairs of languages from the same family than for pairs of languages from different families. In addition, assuming that the language family was originally uniform with respect to the order of the verb and the object, a detailed analysis of correlations within that family can inform us about changes that are frequently concomitant with a shift from VO to OV or vice versa. Of course, this is true only to the extent that the changes are not due to intensive contact with a language from another family.

Consequently, we will attempt to have OV- and VO-languages from such families represented in our sample. Andreas Schmidt has made some considerable progress in collecting relevant data for the Uralic family, and it is fairly easy to fill gaps that may still exist for Germanic. We plan to investigate (at least) two further non-uniform language families. Candidate families are given in the following paragraph.

Gagauz and Urum (see Skopeteas, 2016) are easily accessible VO-members of the Turkic language family, which is otherwise OV, but to the extent that Gagauz and Urum have been influenced by Russian, a language that does not have the ‘typical’ VO-profile, their language contact situation would not lead one to expect marked grammatical differences from the other Turkic languages. They should best be contrasted with other European Turkic languages. Within the Afro-Asiatic family, the Semitic subfamily allows a comparison of VO- and OV-languages (Amharic, Tigre, Tigrinya). Kordofanian also lacks uniformity with respect to verb-object order (Moro is VO while Talodi languages are OV). Dogon, Gur, and Ijad are OV-subfamilies within the largely VO-dominated Niger Congo family. Nilo-Saharan languages would allow the comparison of Kanuri (OV) with Luo (VO) and Nuer and Dinka (VO or undetermined). The Khoisan languages would be particularly interesting because of the well-known differences between Khoe and Non-Khoe languages (König, 2008), which are reminiscent of the breadth of variation we have in Germanic: Non-Khoe languages are isolating and come with VO-order, while Khoe languages are inflectional and show OV-order. The latter lack serial verb constructions, while the former have them, as expected. Tai languages invite a comparison of, for instance, VO-Thai with OV-Khamti (but the latter
language may also be classified as having no fixed verb order, Morey, 2006). Munda languages differ from Mon Khmer languages with respect to verb placement within the Austroasiatic language family. The Austronesian Sepik family has languages with different verb orders, and so do the Iroquoian, Hokan, Uto-Aztecan, Arawak, Tupi-Guarani, and Carib language families. There are a few Papuan and Australian languages that have VO-order, such as Thayorre and Wangkumara.

(iv) West African OVX-languages (e.g., Mande, Senufo families) differ from “normal” OV-languages in many ways, so that they seem to resemble VO-languages in many respects. Such languages should be subject to a separate investigation, together with Chibchan languages, many of which also belong to the OVX-type. XVO-languages are to a certain extent the mirror image of the OVX-type, but it is not known whether they show comparable marked deviations from the standard VO-pattern. We plan to collect data for the Hmong Mien family, in which a number of XVO-languages can be found (Sposato, 2014). The minimum of languages to be studied would be 2 per family.

(v) Finally, there are individual languages that are of particular interest and that should figure in our final account. First, some languages have marked differences between transitive and intransitive sentences in serialization, for example, Mapuche (Smeets, 2008, p.20) with VO- and VS-order or Huastec (Constable, 1989, p. 43), which also shows VO combined with a VS/SV-serialization.

Second, languages can display considerable internal variability with respect to the placement of the verb. For example, several dialects of Mandarin such as Huangshui (Szeto, Ansaldo, & Matthews, 2018), Hezhou (Liu, 2015), Wu (Yiu, 2014), and Xining (Szeto et al., 2018) do not conform to the VO-pattern of standard Mandarin, and show OV-like properties such as scrambling (Xining, cf. Bell, 2019) and case marking (Huangshui, cf. Szeto et al., 2018).

Third, languages with a recent shift in verb placement such as Gagauz or Purepecha (Chamoreau, 2017) or a recent shift from Slavic-like patterns to patterns similar to English such as Hassidic Yiddish can shed light on the effects of verb placement in a particular way.

(vi) As long as it is compatible with the project’s progress relative to its time frame, we will opportunistically add languages to the sample beyond the strategies (i)–(iii) whenever possible in order to augment the database. This can also include languages with verb-initial orders (VSO, VOS), which we have deliberately excluded from our data collection in (i).

1.4.3. Method of data collection
A broad-based survey on the languages of the world requires cooperation with a network of scholars. Many of the grammatical characteristics we want to survey can certainly be found in the rich treasure of grammars or other syntactic descriptions. In this respect, we will try to focus on languages for which sufficient linguistic analyses are already available, so that the basics, such as the normal order of O and V or the type of alignment of the arguments, need not be established by the project. But even in these languages, some of the characteristics, such as order of the wh-words in multiple questions or the pragmatics of placing objects in front of the subject, can often not be taken from existing literature.

Therefore, we are in the process of building a network of experts who will help the project add missing data points. Depending on the particular case, these gaps may be filled on the basis of the expertise of the colleagues, but often they may require work contracts for surveys of judgements of native speakers on a limited scale. For this purpose, we are applying for a few work contracts (mainly) for students of the experts. Work contracts will be necessary in particular for the study of OVX- and XVO-languages and for Mandarin dialects, but also for the systematic comparisons of languages in the same family. Such work contracts include the costs of local travel, remuneration of the informants, and a honorarium for the contractor. We set a sum of 800 Euros per contract, and estimate the need to issue 30 such contracts over the course of the project work (=24.000€).

In addition, we are applying for funding for remunerating informants who work with us or directly with our experts in Germany or abroad (outside the context of the work contracts described above). Nowadays, native speakers of many languages are accessible in the major cities, and can be interviewed directly or via the internet. Including all possible costs of the informants, we calculate with 20€ per hour and plan 200h of interviews by Potsdam project members and 100h of interviews by external partners. We therefore request 6000€ and a sum of 3000€ for possible regional trips to informants.

In the pilot data collection for Tagbana (Senufo) and Taoih (Austroasiatic), two working days of interviews were sufficient to collect the information for more than half of the criteria listed above, but the work was, of course, preceded by a consultation of grammars for related languages. Thus, we expect that roughly a week will have to go into the collection of data for one language. Hence, we consider the amount of data collection described in (i)-(iv) of 1.4.2 to be quite feasible.
We would like to achieve different degrees of intensities of cooperation with our partners, from the simple contribution of data to the joint writing of cross-language overviews. Interviews of informants will be carried out over the internet, so that no air travel will be necessary for this. This makes the project programme, by and large, non-sensitive to possible pandemic-related restrictions and contributes to science’s climate neutrality.

We are grateful to the following colleagues who have declared their willingness to collaborate with us: Walter Bisang (Mainz; Sinitic languages, Austronesian, Mande languages), Dubi Nanda Dakal (Kathmandu; Tibeto-Burman and Indoaryan languages), Christian Döhler (Berlin and Potsdam; Papuan languages), Ayesha Kidwai (Delhi; languages of India), Gerson Klumpp (Tartu; Uralic languages), Mathias Jenny (Zürich, Austroasiatic), Pieter Muysken (Utrecht; Southern America), Nguyen Ti Suu (Vietnamese languages), Masha Polinsky (Harvard; Caucasian languages), Uli Reich (Berlin; Quechua, South America), Catherine Rudin (Wayne State; Siouan), Matthias Schlesewsky (Adelaide; Australian languages), Shi Defu (Beijing; Hmong Mien), K. V. Subbarao (Delhi; languages of India), Balasz Suranyi (Budapest; Uralic), Lisa Verhoeven (Berlin; Mesoamerica), Wang Bei (Beijing Institute of Technology; Sinitic languages, Hmong Mien languages). For languages of Subsaharan Africa, we intend to base our work on the networks of our fellow CRC-members Doreen Georgi and Malte Zimmermann. Our gratefulness also extends to Hubert Haider, Salzburg, Martin Haspelmath, Leipzig, Ad Neeleman, London, and Barbara Stiebels, Leipzig, who have agreed to consult with us, and to the proposed Mercator Fellow Kriszta Szendrői, London. We will get advice on possible prosodic issues from our long-term scientific partner Caroline Féry.

We plan to invite six of the consultants for a longer stay in Potsdam to jointly modify the list of criteria in accordance with the requirements of specific macro-areas or language families and to optimize the choice of languages. These visits will take place during the first 9–12 months of the project. We hope to be able to integrate more experts into our cooperation network in the course of the coming weeks.

1.4.4. Data analysis

While the intended interpretation of the project’s data as described in 1.4.6 will be largely qualitative in nature, a quantitative data analysis is necessary for a firmer support of the qualitative interpretation. The data gathered in the project will mostly consist of feature–value pairs with binary, categorical, and ordinal data types as in other typological databases such as Matthew Dryer’s original word order database (Dryer, 2000), the World Atlas of Language Structures (Dryer & Haspelmath, 2013), the AUTOTYP typological databases (Bickel et al., 2017), and the Typological Database of the Ugric Languages (Havas et al., 2015).

Most of the criteria in 1.4.1 are multivariate in the sense of Bickel (2010, 2011) in that, for example, criterion 7 Type of marking of core arguments also requires information about the conditions under which arguments of the verb are morphologically distinguished.

There is no consensus on how typological data ought to be analysed and how correlations between features are to be statistically established. Two difficulties are that diachronic (genetic and areal) factors need to be accounted for, and that languages cannot be randomly sampled (cf. Janssen, Bickel, & Zúñiga, 2006; Bickel, 2013). The statistical methods employed reach from binomial tests (Bickel et al., 2015) and Fisher’s exact tests for significance testing (e.g., Nichols, 2016), to linear models for assessing the relative impact of different factors (e.g., Sinnemäki, 2010; Bickel, 2017) and Bayesian methods (also Bickel et al., 2015). We will employ linear regressions as frequentist measures. Additionally, we will employ Bayesian models to account for the fact that typological surveys are non-repeatable events. This approach is also in line with current developments in the field advanced by Balthasar Bickel. We will draw on expertise from the Q-project, which has considerable experience in the application of Bayesian data analysis to linguistic data (Vasishth et al., 2018).

1.4.5. Pursuit of additional research perspectives

We propose to complement the core of the comparative work in this research project in two ways.

i. The fact that the characteristics of the languages that we will investigate involve categorical distinctions obviously involves an idealization, as described above: languages may, for instance, prescribe the use of expletives in certain contexts only. For the purpose of establishing implicational relations between the criteria, one can map the values of the criteria to binary values by varying a “threshold” above which a property is considered to be present. For example, for the characteristic “subject expletive”, we register the contexts in which expletives occur, and can map these to a binary value in various ways (Is the existence of a single context sufficient? Or are several contexts required for assuming a positive value?). By comparing different conversions, the most predictive possibility can be identified.
Besides such conversions to a binary interpretation of the properties, we also want to test different options of a gradient approach. One possibility is to assign numerical values to the characteristics in such a way that they represent the linguistically systematic degree of expression of a characteristic. For example, it is possible to determine how many categories can occur behind the verb in an SOV-language (none, only CPs, only CPs and PPs, all categories), defining thereby a degree of “strictness” of verb-finality.

A more direct approach would try to read the degree of the expression of a certain characteristic off linguistic data, for example, from corpus frequency. However, such frequency data are hardly available for many of the properties we are interested in. Often, this is due to the fact that such corpora would have to be very large to allow the extraction of meaningful information. This is, for instance, the case for word order in multiple questions. Corpus frequencies, however, correlate with acceptability data. Therefore, we will try to determine the mean acceptability for the variants of some of our criteria for a number of languages from the same family with non-uniform verb placement through rating experiments, and compare the results with those of the binary interpretation. In this context, we will use the platform L-Rex (https://www.l-rex.de/) for the remote collection of acceptability ratings. Members of our group have already applied the platform in the course of collecting acceptability ratings for Awing directly in Cameroon.

We plan to run such a study with 6 languages of a single family. The costs of 632€ per experiment are composed of the remuneration for the participants (calculating 36 subjects per experiment who receive a 12€ honorarium) and the costs for having the material translated by a native speaker. We are also applying for the sum of 2000€ for two work contracts to adapt the platform to the languages we will be testing.

i The interaction with our Mercator Fellow Kriszta Szendrői will allow us to directly observe a shift of a language from one of the grammatical systems we are investigating to another. While Ashkenazi Yiddish is grammatically close to the Slavic languages, and will therefore belong to the languages with undetermined verb serialization in Haider’s terminology (see also Schäfer, 2019 for the branching direction in the VP), Hassidic Yiddish in London has developed into a language with fixed word order. The interaction with Prof. Szendrői opens up access to the characteristics of a very recent VO-language in the narrower sense.

1.4.6. Interpretation of the results

The main objective of the project is to examine the relationship between the placement of verbs and other syntactic properties that do not themselves belong to the domain of the arrangement of heads and complements/adjuncts. We hope to be able to identify clear relationships between the at most 20 syntactic properties we are examining and the relative importance of factors such as “height of subject” or the influence of areal factors.

At the same time, we will try to evaluate the results of the survey in terms of grammar theory, i.e., we will try to see how well they fit in with the predictions of approaches such as Haider (2013), and to decide what changes would have to be made to such approaches so that they are more compatible with the findings.

In addition, we also expect to be able to draw conclusions on the relationship between theory and empirical foundations in language comparison. Some of the characteristics we will investigate can in principle be read directly from the linguistic surface (e.g., the order of subject and object in a multiple question), others are more indirect like the height of the subject, i.e., they are determined on the basis of a cluster of word order relations which need not be identical in different languages.

Furthermore, the question has been discussed whether typological generalization can or even must refer to “underlying” sequences (Haider, 2015) since, for example, the superficial order of the verb and the object can be the result of movements that map an underlying order to some different surface linearization. This surface order might be irrelevant for the functioning of syntax if one assumes (as Haider does) that underlying verb-object order informs us about the branching direction in a clause, which is the real cause of the correlations we are investigating. Concretely, the verb is not always placed in final position in German because of the finite second property, and Tariana shows crisp verb-finality only in the subordinate clause, while verb placement in the main clause is apparently free (Aikhenvald, 2003). Still, the grammars of German and Tariana strongly resemble the grammars of OV-languages. Conversely, OVX-languages such as Tagbanu have many characteristics of VO-languages, and one could explain this as Fanselow, Traoré, and Féry (submitted) do by assuming that a (typologically relevant) VO-base structure is transformed into OV by a later object movement.

If such reflections are valid, the typological generalizations would (sometimes) refer to hidden properties (height of subject position) or abstract properties (basic position of the verb). However, alternative explanations could, for example, refer to verb-object adjacency as the driving force of the typological relationship, which distinguishes OVX-languages from `standard’ OV-languages such as Japanese or Hindi. We hope that our data will allow us to estimate which of the tested characteristics have the strongest