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EXAMPLES OF GENUINE INFORMATION INPUT FROM THIS COMMA 2016 

 

 There are many networks sending information along arrows, this is not 

new , but we need to model the sending information in the context of 

argumentation. 

 Lecture of Serena Villata modelling twitter sequences: 30% political 

twits are information which could be either attack or defence 

 Key lecture of J Allwood ‐‐some arguments can be either attack or 

support ,depending on context 

 Lecture of Cyras‐Sato‐Toni‐‐‐‐some information “the car is red” is not 

known if attack or support “, therefore left unmarked in their system 
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* Siens Moens Keynote: Context information is the greatest challenge for    machine acquiring knowledge
* Saint Dizier--attached additional knowledge to arguments
* Tom Blount- Social media
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Attack as information input

reply by expert

risk assessment

factors
. . .

offence
in public place

offender married
at least 2 years

defense
. . .

offence at night 3 children,
no people, not public exemplary parent

1. Statistics
2. Legal, no comment

included
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on 1.1.16, 1000 hours,

car hit man on road
1.1.16, 1000 hours

Witness 1 Witness 2
man was not on road man was on pavement

(written testimony)He was watiting at bus stop
(written testimony)

Information input

According to records

Witness 1 was on a
flight AA 149

Witness 2 is American
In American English;

pavement = road
sidewalk = UK pavement
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Another Example

a

b

c

s

+
+
-

Should s be accepted? Various options, e.g.

• no negative and all positive links are active, or
• no negative and at least one positive link is active, or
• more positive than negative links are active.

Bottom line: need an acceptance condition for each of the nodes.
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y = {e} z = {b}

x = {a ∧ b→ d,¬e→ a}

Figure 4: A logic programming example {564-4F3}

Depending on the information sent, the transmission can be attack or can be
support. To see the usefulness of our approach consider the bipolar Example 3
of paper [13, p. 386]. We have the same situation as in Figure 3, with y
attacking x and z supporting x. The paper [12] tries to define extensions to such
abstract network. According to [12] there is a unique stable extension {z, y}.
The point is that if we, in the current paper, have a reasonable information
transmission machinery, we can instantiate x, y, z as informational pieces,
with the y information attacking x and the z information supporting x, and
see what we get and compare with [12]. [12] says the attacking y overrides
the supporting z. Is this indeed always the case? See Example 1.6 for an
instantiation.

{564-4E5}
Example 1.6 1. Consider Figure 4

The nodes in Figure 4 are logic programming databases where “¬” is
negation by failure, “∧” is conjunction, and “→” is the logic programming
implication (see Appendix B). a, b, e and d are atoms. The database x
can derive a, we write x ⊢ a. If x gets attacked by y alone, then it gets
the input e and so ¬e no longer succeeds from x⊕{e}, and so x⊕y cannot
derive a. If x is attacked by z alone, then we get that x gets the input b
alone so we have x⊕ z, which derives d as well as e.

If x is attacked by both y = {e} and z = {b}, then it becomes x ⊕ y ⊕ z
which cannot derive a and can derive just d.

So far Figure 4 gives us no more and no less than a geometrical network
(S,R) of nodes with which information bases are associated as well as the
informational “attacks” flow along R as described in item 1. above. If we
want to talk about nodes being “in” or “out” or “und” in the Dung sense,
we need to allow for a projection function which will give these values for
each node. Let α(x) = a, α(y) = b and α(z) = e.
Define in general that any node u is “in” if the theory at u can prove
α(u). According to the projection defined by α, we have that both y and z
are “in”, y supports x (because the information it sends to x strengthens
it) while z attacks x.

2. To further our understanding, note that the databases x′ = {¬e→ a, a∧b→
d} and x = {a, a ∧ b → d} are not the same, even though both derive
{a, a ∧ b→ d}, because x⊕ {e} derives a while x′ ⊕ {e} does not derive a.
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1. [Dung 1995]: Abstract argumentation (reminder)Abstract Argumentation 

•  						=	Argument		
•  						=	ACack	

	

•  iff	all	aCackers							,	then	
•  iff	there	is	an	aCacker							,	then	

a b c 

e 

d 

Directionality (SCC algorithm) 
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1. Summary

Dynamics of argumentation: the hidden semantics of frameworks

Abstract Argumentation 

a b 

a b c 

a b c 

Abstract Argumentation 

a b 

a b c 

a b c 

Question: how are we going to study this dynamics?

“Proofs” like games, reasons as labels, strong equivalence, . . . ?
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Need to develop semantics for information input
1 a→ b can be either attack or support, depending on input.

In nonmonotonic logic, we may have ∆b|∼x but ∆a ∪∆b|∼¬x .
2 Under the right logic and information chosen one can simulate

traditional argumentation.
3 We need uniform semantics which will uniformly give the right

results no matter what bipolar network the information gives.
4 Special handling of loops.

c© Dov Gabbay 2016 Argumentation as Information Input 5 / 5




