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The eye-mind assumption
“The eye-mind assumption posits that there is no

appreciable lag between what is being fixated and what is
being processed.”

(Just & Carpenter, 1980, p. 331)
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The eye-mind assumption

THEORY OF READING 331

countered word is fixated. The eye-mind
assumption can be contrasted with an alter-
native view that data acquired from several
successive eye fixations are internally buf-
fered before being semantically processed
(Bouma & deVoogd, 1974). This alternative
view was proposed to explain a reading task
in which the phrases of a text were suc-
cessively presented in the same location.
However, the situation was unusual in two
ways. First, there were no eye movements
involved, so the normal reading processes
may not have been used. Second, and more
telling, readers could not perform a simple
comprehension test after seeing the text this
way. By contrast, several studies of more
natural situations support the eye-mind as-
sumption that readers pause on words that
require more processing (Just & Carpenter,
1978; Carpenter & Daneman, Note 1). The
eye-mind assumption posits that there is no
appreciable lag between what is being
fixated and what is being processed. This
assumption has also been explored in spa-
tial problem-solving tasks and has been
supported in that domain as well as in read-
ing (Just & Carpenter, 1976). The im-
mediacy and eye-mind assumptions are
used to interpret gaze duration data in the
development of the reading model.

The article has four major sections. The
first briefly describes a theoretical frame-
work for the processes and structures in
reading. The second section describes the
reading task and eye fixation results ac-
counted for by the model. The third sec-
tion presents the model itself, with subsec-
tions describing each component process of
the model. The fourth section discusses
some implications of the theory for language
comprehension and relates this theory of
reading to other approaches.

Theoretical Framework
Reading can be construed as the coor-

dinated execution of a number of process-
ing stages such as word encoding, lexical
access, assigning semantic roles, and relat-
ing the information in a given sentence to
previous sentences and previous knowl-
edge. Some of the major stages of the
proposed model are depicted schematically
in Figure 1. The diagram depicts both pro-
cesses and structures. The stages of reading
in the left-hand column are shown in their
usual sequence of execution. The long-term
memory on the right-hand side is the store-
house of knowledge, including the pro-
cedural knowledge used in executing the
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Figure 1. A schematic diagram of the major processes and structures in reading comprehension. (Solid
lines denote data-flow paths, and dashed lines indicate canonical flow of control.)

(Just & Carpenter, 1980, Fig. 1)
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What is the link between processing and eye movement behaviour?

PROCESS × ? → FIXATIONS
task demands

individual differences
adaptive processing
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Eye movement control

E-Z Reader

intervene. One implication of this is that the model cur-
rently does not explain inter-word regressions.

Like its immediate predecessors (see Reichle et al. 1998;
1999), E-Z Reader 7 consists of a small number of percep-
tual-motor and cognitive processes that determine when and
where the eyes move during reading. Figure 3 is a schematic
diagram showing the flow of control among these processes.
As is evident in the figure, the central assumptions of the
model are that: (1) a stage of word identification is the signal
to move the eyes; and (2) attention is allocated from one word
to the next in a strictly serial fashion. Notice, however, that
both visual encoding limitations and oculomotor constraints

also play central roles in the moment-by-moment control of
eye movements during reading. In the discussion that fol-
lows, we will describe the specific assumptions of our model
and how they are related to four major cognitive and per-
ceptual-motor systems: visual processing, word identifica-
tion, attention, and oculomotor control.

3.1.1. (Early) visual processing. Visual features from the
printed page are projected from the retina to the visual cor-
tex so that the objects on the page (i.e., the individual
words) can be identified. The earliest stages of visual pro-
cessing are thought to be pre-attentive in that the features
that make up individual words are not fully integrated into
perceptual wholes (Lamme & Roelfsema 2000; Wolfe &
Bennett 1996). This processing is not instantaneous, with
neural transmission from retina to brain taking approxi-
mately 90 msec to complete.

In our model, the preceding ideas are formalized by in-
cluding the early processing stage in the visual system,
which, though pre-attentive, is subject to visual acuity con-
straints (see Fig. 3). The duration of this early visual pro-
cessing stage, t(V), is a free parameter that corresponds to
the base time needed for neural transmission to propagate
from the retina to those cortical and subcortical areas that
mediate early visual processing. To keep this assumption
psychologically plausible, the value of t(V) was set equal to
90 msec. However, because the rate of this early stage of
processing is modulated by visual acuity, the rate at which
a word is encoded is inversely proportional to both its
length and its mean distance from the point of fixation.
More specifically, during each fixation, the amount of early
visual processing (in msec) that is completed on each word
in the visual field is determined by:

visual processing ! t/("#i_letter i-fixation_/N) (1)

In Equation 1, t is the duration of the fixation (in msec),
N is the number of letters in a word being processed, and "
(! 1.08) is a free parameter6 that modulates the effects of
the spatial disparity between each word’s letters and the fix-
ation location (i.e., the center of the fovea). Thus, the time
needed to encode a word increases as the distance between
its center and the fovea increases. Moreover, the time
needed to encode a word also increases with its length be-
cause the individual letters of long words will (on average)
be further away from the point of fixation than will the in-
dividual letters of short words.7 One interesting implication
of this equation is that the early visual processing of a word
will be most rapid if the word is fixated near its center be-
cause a fixation on a word’s center will minimize the mean
spatial deviations between the fixation and each of the
word’s letters. This property is also consistent with evidence
that word identification is most rapid if the word is fixated
near its center (or optimal viewing position; O’Regan 1990;
1992b; O’Regan & Lévy-Schoen 1987; Vitu et al. 1990) and
provides one explanation for why the eyes are seemingly di-
rected towards this location during reading (see Shillcock
et al. 2000). It also allows the model to account for length
effects (i.e., the finding that long words take longer to iden-
tify than short words; Just & Carpenter 1980).

Early visual processing is important for two other rea-
sons. First, it is necessary to obtain the word-boundary in-
formation that is needed to program saccades to upcoming
words. This is denoted in Figure 3 by the dashed arrow that
extends from early visual processing to the labile stage of

Reichle et al.: The E-Z Reader model of eye-movement control in reading: Comparisons to other models

BEHAVIORAL AND BRAIN SCIENCES (2003) 26:4 451

Figure 3. A schematic diagram of E-Z Reader 7. Visual features
on the printed page are projected from the retina to an early stage
of visual processing, which then proceeds at a rate that is modu-
lated by visual acuity limitations. The low-spatial frequency infor-
mation (e.g., word boundaries) is used by the oculomotor system
to select the targets of upcoming saccades. High-spatial informa-
tion is passed on to the word identification system, which, though
attentional selection, allows individual words to be identified by
the word identification system. The first stage of lexical process-
ing (L1) signals the oculomotor systems to begin programming a
saccade to the next word. The completion of the second stage of
word identification (L2) causes attention to shift to the next word.
Saccadic programming is thus decoupled from the shifts of atten-
tion. Saccadic programming is completed in two stages: The first,
labile stage (M1) can be cancelled by the initiation of subsequent
programs; the second, non-labile stage (M2) is not subject to can-
cellation. Saccades are executed immediately after the non-labile
stage of saccadic programming has been completed. Black lines
represent the flow of visual information, with the dashed line rep-
resenting the low-spatial frequency information that is used by the
oculomotor system to select the target locations of upcoming sac-
cades. The gray lines represent signals that are propagated among
the various components of the model (e.g., the signal to shift at-
tention).

(Reichle et al., 2003, Fig. 3)

SWIFT

problem that model results typically show less variance than
experimental data.

Simulation Results

We start the discussion of modeling results with an example for
a single eye-movement trajectory generated by the model. This
example already demonstrates the general mechanism of saccade
target selection from the activation field underlying all types of
saccades: forward saccades, word skipping, refixations, and re-
gressions. Next, we present examples for word-based measures
(four fixation durations and four fixation probabilities), which are
computed from 200 runs of the model. These word-based measures
were averaged over classes of word frequency and word length in
subsequent analyses to evaluate related effects statistically.

After these basic comparisons, we investigate the model’s per-
formance on more specific effects. We discuss distributions of
initial landing positions, refixation probabilities as a function of
landing position, the effect of inverted optimal viewing position of
fixation durations and lag and successor effects, and whether our
model produces costs for skipping.

Simulation Example

A typical numerical output of the SWIFT-II model is illustrated
in Figure 7 by plotting the time evolution of the set of activations
{an(t)} and the fixation position k(t) along the vertical axis. The
sequence of words fixated in this example is

!1, 2, 3, 5, 4, 5, 6, 6, 8, 9".

We now briefly explain some of the phenomena observed in this
example.

Word skipping occurs for Word 4 and for Word 7 in first-pass
reading. The mechanism for word skipping can be seen clearly in
both examples, as we observe parallel activation of several words.

Word skipping is the result of competing activation for target
selection. Thus, in our model, words need not to be fully identified
in order to be skipped. Refixations are likely in difficult or long
words or both. In the example shown here, the refixation on Word
6 is the result of a first fixation on the space before Word 6, which
is counted as a fixation on the word. As a consequence of this
fixation far from the word’s center, the activation is still very high
when the next saccade target is computed. As a result of the
saccade range error and saccadic noise, the second fixation occurs
on the last letter of Word 6. Because the realized trajectory in
Figure 7 is the result of both target selection and oculomotor
processes, it cannot be decided from the plot whether this refix-
ation was “intended” by the model, but of course, we can tell by
looking “inside” the model. In the framework of SWIFT, a regres-
sion can occur because of unfinished lexical access before the
corresponding region of text is left. In the example shown here,
Word 4 was skipped in the first pass and later fixated with a
regression, because parafoveal processing did not lead to full
lexical access. Unlike in real data, within the confines of our model
we are always in a perfect state of knowledge about the causes and
consequences of specific reading patterns.

Word-Based Measures

As the next step toward the statistical evaluation of our model’s
performance, we analyzed average fixation durations and fixation
probabilities for each word. We used 200 runs of the model and
calculated averages for four measures of fixation duration and four
measures of fixation probabilities, as discussed before.26 Model
simulations were in good agreement with experimental data. Main
patterns of fixation durations and fixation probabilities were re-
produced at the level of individual words, as illustrated in Figure 8.
Deviations for first and last words are due to their exclusion from
parameter fitting.

Summary Statistics

To investigate effects of word frequency (CELEX Frequency
Norms; Baayen, Piepenbrock, & van Rijn, 1999) and word length,
we averaged word-based measures over classes of word frequency
(Class 1: 1–10, Class 2: 11–100, Class 3: 101–1,000, Class 4:
1,001–10,000, and Class 5: #10,000; frequencies per million
words) and word length (Classes 2 to 11: 2–11, Class 12: !12).
Figure 9 shows the results for model simulations with the results
obtained from experiments. The patterns of fixation durations and
fixation probabilities are in good agreement, in particular, our
model reproduces the effects of both word length and word fre-
quency correctly. Results on gaze durations are also reported in
Appendix D.

Next, we compared the distributions of fixation durations in
model simulations with the corresponding distributions observed
in experiments. From the agreement between simulated and ex-
perimental data (see Figure 10), we concluded that the random-
walk process assumption for word processing generates a reason-
able amount of variability to reproduce the observed distributions
of fixation durations.

26 These measures were already used in the parameter estimation
procedure.

Figure 7. Example of the numerical simulation of the SWIFT model.
Time evolves (from top to bottom) along the vertical axis. The fixation
position k(t) is indicated by the dark black line in units of letters. Activa-
tions an(t) are indicated by the gray areas, whereas saccades are indicated
by the lighter horizontal lines.

790 ENGBERT, NUTHMANN, RICHTER, AND KLIEGL

(Engbert et al., 2005, Fig. 7)
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PROCESS × ? → FIXATIONS
task demands

individual differences
adaptive processing

ACT-R
An Integrated Theory of the Mind
(Anderson et al., 2004)

LV05
An activation-based model of sentence
processing as skilled memory retrieval
(Lewis & Vasishth, 2005)

EMMA
An integrated model of eye movements
and visual encoding (Salvucci, 2001)
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EMMA
Salvucci (2001)

Encoding time:

Saccades:
• 135 ms preparation (Salvucci default) 
• 50 ms motor programming  
• Execution: 20 ms execution + 2 ms per 

degree of visual angle

Ti = K(� log fi)e
k"i

Normal progression:

Skipping:

Encoding 
factor

Encoding 
exponent

:VISUAL-ENCODING-FACTOR    0.002   
:VISUAL-ENCODING-EXPONENT  0.4   
:SACCADE-PREPARATION-TIME  0.110 

Word 
frequency

Word 
eccentricity

Parameters:
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The Time Out proposal

Mitchell, Shen, Green, and Hodgson (2008):
“Regressions are programmed not to facilitate repair, but merely to
buy time for the linguistic processor to catch up with its existing
backlog of processing.”

Reichle, Warren, and McConnell (2009):
“The average length of readers’ initial regressive eye movements
are often quite short, moving the eyes back only a word or two.”
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Interface I: Time Out
When word integration is too slow, a short regression interrupts

the autonomous eye movement programme.
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Interface I: Time Out

Implementation of a Time Out mechanism in Reichle et al. (2009)’s E-Z
Reader 10 in terms of a linear-order requirement:
“. . . word n+1 is identified . . . before word n has been integrated,
which . . . halts both the post-lexical processing . . . of word n and
the forward movement of the eyes . . . so that both attention and
the eyes can be directed back . . . ”

But what about fixation durations?
Slowed reading as a by-product of Time Out: When the delayed
integration finishes before the regression is executed, the extra
processing time of the then cancelled saccade leads to an inflated
reading time.
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Interface I: Time Out
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Interface I: Time Out

The employees that the fireman noticed hurried across the field.

The employees that the fireman noticed hurried across the field.

SUBJ

OBJ

TIME OUT

Engelmann, Vasishth, Engbert, and Kliegl (2013); Vasishth, von der Malsburg, and Engelmann (2013)
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Interface I: Time Out

The employees that the fireman noticed hurried across the field.

The employees that the fireman noticed hurried across the field.

SUBJ

OBJ

TIME OUT

Engelmann, Vasishth, Engbert, and Kliegl (2013); Vasishth, von der Malsburg, and Engelmann (2013)
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Interface I: Time Out

The employees that the fireman noticed hurried across the field.

The employees that the fireman noticed hurried across the field.
SUBJ

OBJ

TIME OUT

Engelmann, Vasishth, Engbert, and Kliegl (2013); Vasishth, von der Malsburg, and Engelmann (2013)
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(p start-time-out 
    =goal> 
       ISA            comprehend-sentence 
       state          "wm-retrieval" 
       em-state       "attending" 
       attend-to      "next-word" 
       time-out       nil 
    ?visual> 
       processor      free              ;; no current encoding 
       execution      free              ;; no current saccade execution 
    =visual> 
       ISA            text 
       screen-pos     =visual-location 
==> 
    !bind! =eye-loc (first (current-eye-loc)) 
    !bind! =parse-loc (parsing-get-loc) 
    =goal> 
       em-state       "looking" 
       last-loc       =visual-location 
       time-out       t 
   +visual-location> 
        ISA           visual-location 
      < screen-x      =eye-loc          ;; target before current fixation 
        screen-x      highest           ;; target nearest to the left 

   !eval! (start-time-out =parse-loc) 
   !eval! (trialmessage "timeout" =eye-loc) 
)

16 / 53



INTRODUCTION TIME OUT REANALYSIS UNDERSPECIFICATION EXTENSION CONCLUSION References

Time Out evaluation on Potsdam Sentence Corpus
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Time Out evaluation on Potsdam Sentence Corpus
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Time Out evaluation on Potsdam Sentence Corpus
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Time Out evaluation on Potsdam Sentence Corpus

RMSD %regr
EMMA 0.638 0
EMMA+parsing 0.206 23

Early measures: Gaze, FFD, SFD, skipping, single fixation prob., refixation prob.
Late measures: RPD, TFT, RRT, FPREG, rereading prob.

Table 1: Goodness of fit

lf 0.2
VISUAL-ENCODING-FACTOR 0.002
VISUAL-ENCODING-EXPONENT 0.4
SACCADE-PREPARATION-TIME 0.110

Table 2: Parameters

1. Predicted regressive eye movements.
2. Improved prediction of late and early fixation measures.

Engelmann, Vasishth, Engbert, and Kliegl (2013)
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Exercise – Time Out

I Run Grodner and Gibson (2005) experiment:
( r e ' gg−exp1 100)

I Go to output directory: LewisVasishth2005/output/
I Run R script: 2 analyse experiment.R
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Interface II: Reanalysis
Any rule that revises the attachment of a previously created

constituent in memory triggers an immediate attention shift to the
left.
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(P revise-subject-relative 
   =goal> 
      ISA               comprehend-sentence 
      state             "wm-retrieval" 
      goal-cat          VP-gapped-goal 
   =retrieval> 
      isa               syn-obj 
      filler            done 
==> 
   =goal> 
      state             "read" 
      goal-cat          NP-goal 
      attend-to         "next-word" 
   =retrieval> 

;; reinstate filler as active 
      filler            yes-filler          
  !eval! (set-end-time) 
) 

(P attach-DP-as-subject-of-predicted-IP-gapped 
   =goal> 
      ISA               comprehend-sentence 
      state             "wm-retrieval" 
      goal-cat          VP-gapped-goal 
  =retrieval> 
      isa               syn-obj 
      cat               IP 
      head              nil 
      subj-word         =subj-word 
      waiting-for-cat   wait-for-VP 
      spec              =empty-op 
      gap               spec 
   =lex> 
      isa               lexical-entry 
      cat               DET 
      word              =word 
==> 
   !bind! =ID-DP (new-name DP) 
   =goal> 
      state             "wm-retrieval" 
      cue1              =empty-op 
      attend-to         "left" 
  +DPb> 
      isa               syn-obj 
      cat               DP 
      ID                =ID-DP 
      case              nom 
      head              =word 
      spec-of           =retrieval 
      waiting-for-case  wait-for-nom 
      waiting-for-cat   wait-for-NP 
      next-goal         next-VP-gapped-goal 
   =retrieval> 
      number            sing-plural 
      spec              =ID-DP 
      gap               open 
  +retrieval> 
      ISA               syn-obj 
      CAT               DP 
      ID                =empty-op 
      filler            DONE 
) 

Expectation

The employees that the fireman

Reanalysis regression (fast)
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Simulation: Time Out + Reanalysis

Staub (2010)

SUBJECT RELATIVE CLAUSE

a. The employees that noticed the fireman hurried across the field.
SUBJ

OBJECT RELATIVE CLAUSE

b. The employees that the fireman noticed hurried across the field.
SUBJ

OBJ

REANALYSIS

TIME OUT

No parameters were fitted.
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Simulation: Time Out + Reanalysis
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b. The employees that the fireman noticed hurried across the field.
SUBJ
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REANALYSIS

TIME OUT

No parameters were fitted.
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Simulation: Time Out + Reanalysis
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Simulation: Time Out + Reanalysis
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Simulation: Time Out + Reanalysis
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Simulation: Time Out + Reanalysis

Staub (2010)

SUBJECT RELATIVE CLAUSE

a. The employees that noticed the fireman hurried across the field.
SUBJ

OBJECT RELATIVE CLAUSE

b. The employees that the fireman noticed hurried across the field.
SUBJ

OBJ

REANALYSIS

REANALYSIS

TIME OUT
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Exercise – Reanalysis

I Run Staub (2010) experiment:
( r e ' s taub10 100)

I Go to output directory: LewisVasishth2005/output/
I Run R script: staub10-analysis.R
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Underspecification

Swets et al. (2008): “According to construal [Frazier & Clifton,
1996], syntactic relations can be divided into primary and
secondary types. Whereas primary relations (roughly,
arguments) are immediately attached [...], secondary relations
(roughly, adjuncts), including relative clauses and other modifiers
initially are indeterminately ‘associated’ with the current thematic
domain, at which point other information can be called upon to
resolve the association into a determinate attachment.”

The rate of underspecification is affected by task demands like the
type of comprehension questions (Swets et al., 2008) and by
working memory capacity (von der Malsburg & Vasishth, 2012).
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Interface III: Underspecification
For relations of low priority, an attachment attempt is aborted as

soon as the next word is ready for integration, so that reading
proceeds uninterrupted.
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Modelling working memory capacity

Latency factor F (:lf) 
—> Speed

Decay parameter d (:bll) 
—> Speed, forgetting

Source activation Wk of buffer k (e.g., 
goalbuffer :ga) 
This activation is distributed among goal-related 
chunks. 
—> Accuracy (goal-relevant), speed

Mismatch penalty P (:mp) 
—> Error sensitivity

Similarity Mki between the value k in the 
retrieval specification and the value in the 
corresponding slot of chunk i 
—> Association between cue and target 
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RT: The time to retrieve the chunk in seconds. 
Ai: The activation of the chunk i which is being retrieved. 
F: The latency factor parameter. 
f : The latency exponent parameter. 
 

If there is no chunk found in response to a request or the chunk with the highest activation is below 
the retrieval threshold then the time required to indicate a failure to retrieve any chunk is determined 
by this equation when subsymbolic computations are enabled: 

)*( WfFeRT �  
 
RT: The time until the failure is noted in seconds. 
W�: The retrieval threshold parameter (:rt) 
F: The latency factor parameter (:lf) 
f : The latency exponent parameter (:le) 
 

Declarative finsts 

The declarative module maintains a record of the chunks which have been retrieved and provides a 
mechanism which allows one to explicitly retrieve or not retrieve one which is so marked.  This is 
done through the use of a set of finsts (fingers of instantiation) which mark those chunks.  The finsts 
are limited in the number that are available and how long they persist.  The number and duration are 
both controlled by parameters.  If more finsts are required than are available, then the oldest one (the 
one marking the chunk retrieved at the earliest time) is removed and used to mark the most recently 
retrieved chunk.  Details on how to use the finsts in a request are covered in the section detailing the 
use of the retrieval buffer. 

 

Parameters 

The declarative module has a lot of parameters which can be set and they fall into four general 
categories.  The first category contains the parameters which are used in the activation equations as 
described above.  The next category contains the parameters which control basic functionality of the 
module.  The third category is parameters which allow the user to adjust the chunk activation 
equation: each of the four primary components may be replaced by the user,  the default 
computations for strengths of association and similarities can be replaced, and additional terms may 
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activation, then the :er parameter determines how one of those chunks is chosen in the same way it 
happens when :esc is nil. 

Activation 

How the activation of a chunk is computed is based on the setting of several parameters which 
determine which mechanisms are to be used and those will be discussed in the specific sections 
which follow.  Here is the general equation for the activation (A) of a chunk i: 

iiiii PSBA H���  

Bi:  This is the base-level activation and reflects the recency and frequency of use of the chunk.  
Si:  This is the spreading activation value computed for the chunk which reflects the effect that the 

contents of the buffers have on the retrieval process. 
Pi:  This is the partial matching value computed for the chunk which reflects the degree to which the 

chunk matches the specification requested. 
HL: A noise value with both a transient and permanent component. 
 
Each of those components will be described in more detail below.  Note that for each of those 
components it is possible for the modeler to replace the mechanism as described with their own 
mechanism using the hook functions available in the declarative module. 

 

Base-level 
 
The base-level component, Bi, is computed differently based on the setting of the :bll and :ol 
parameters.  

If :bll is nil then the setting of :ol does not matter and the base-level is a constant value determined by 
the :blc parameter or specific user settings for the chunk. 

iiB E  
Ei: A constant offset which is determined by the :blc parameter or the  chunk’s  :base-level parameter 
if specified. 
 

If :bll is set to a number, then the setting of :ol determines how the base-level is computed.   

If :ol is nil then this equation is used: 
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 n: The number of presentations for chunk i. 
tj: The time since the jth presentation.  A presentation is either the  chunk’s  initial  entry  into  DM  or  
when   another   chunk   is   merged   with   a   chunk   which   is   in   DM   (these   are   also   called   the   chunk’s  
references). 
d: The decay parameter which is set using the :bll (base-level learning) parameter. 
Ei: A constant offset determined by the :blc parameter 
�
�
If :ol is t then this approximation to that equation is used which does not require recording the 
complete history of the chunk: 

ii LddnB E��� )ln(*))1/(ln(
  

n: The number of presentations of chunk i. 
L: The lifetime of chunk i (the time since its creation). 
d:  The decay parameter (the value of :bll) 
Ei: A constant offset determined by the :blc parameter 
 
 
If :ol is set to a number, then a hybrid of those is used such that the specified number of true 
references are used and the approximation is used for any remaining references (if there are not more  
total references than the parameter setting for :ol (n <= k) then the full equation is used and the extra 
term in this equation is not computed): 
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k: is the value of the :ol parameter. 
tj: The time since the jth presentation (for this equation t1 is the time since the most recent 
presentation and tn the time since the first presentation) 
n: The total number of presentations of chunk i. 
d:  The decay parameter (the value of :bll) 
Ei: A constant offset determined by the :blc parameter 
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Spreading Activation 
 
Whether spreading activation is used is determined by the setting of the :mas parameter.  If it is nil, 
which is the default value, then the value of Si is 0 in the activation equation.  If :mas is set to a 
number, then this equation determines the spreading activation component of chunk i’s  activation: 

¦¦ 
k j

jikji SWS
 

 
The elements k being summed over are all of the buffers in the model.  
 
The elements j being summed over are the chunks which are in the slots of the chunk in buffer k 
(these are referred to as the sources of activation). 
 
Wkj: This is the amount of activation from source j in buffer k. It is the source activation of buffer k 

divided by the number of sources j in that buffer. 
 
Sji: This is the strength of association from source j to chunk i.   

 
strength of association 
 
The strength of association, Sji, between two chunks is computed using the following equations by 
default, but can be set explicitly by the modeler using the add-sji command or thorough the sji-hook 
parameter. 

If chunks j and i are not the same chunk and j is not in a slot of chunk i:  

0 jiS  

If chunks j and i are the same chunk or chunk j is in a slot of chunk i: 

)ln( jiji fanSS �  
 
S: The maximum associative strength set with the :mas parameter.  
 
fanji: a measure of how many chunks are associated with chunk j. 
 
The fan is typically thought of as the number of chunks in which j is the value of a slot plus one for 
chunk j being associated with itself.  However, because j may appear in more than one slot of the 
chunk i, this is the general calculation which is used to compute the fan: 
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slotsj: the number of slots in which j is the value across all chunks in DM. 
slotsofji: the number of slots in chunk i which have j as the value (plus 1 when chunk i is chunk j). 
 
 
The Sji value can become negative as the fanji value grows, but that is generally an undesirable 
situation.  By default the declarative module will print a warning if Sji becomes negative due to that 
calculation and use 0.0 instead of the negative value, but that can be changed using the :nsji 
parameter. 

 

Partial Matching 
 
When the partial matching process is enabled it is possible for a chunk that is not a perfect match to 
the retrieval specification to be the one that is retrieved.  To enable the partial matching one needs to 
set the :mp parameter to a number instead of its default of nil.  When enabled, the similarity of the 
values requested to those in the slots of the chunks of the appropriate chunk-type in DM are 
computed to determine the activation value.  If partial matching is disabled then Pi is 0, but if it is 
enabled it is computed with this equation: 

 

¦ 
k

kii PMP
 

 
The elements k being summed over are the slot values of the retrieval specification for slots with an = 
or – modifier only.  

P: This is a match scale parameter (set with :mp) that reflects the amount of weighting given to the 
similarity. 
Mki: The similarity between the value k in the retrieval specification and the value in the 
corresponding slot of chunk i.   
 
similarities 

The possible range of default similarity values is configurable using the maximum similarity 
parameter (:ms) and the maximum difference parameter (:md).  The default range is from 0 to -1 with 
0 being the most similar and -1 being the largest difference.  In general, the similarity can be thought 
of more as a difference penalty because the concept is not to boost the similar items, but to penalize 
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Modelling working memory capacity

Goal buffer source activation W:
The amount of activation from source j in the goal buffer is the
source activation W divided by the number of sources j in that
buffer.

Ai = Bi +
n∑

j=1

W

n
Sji (1)

!!! This means that activation spread is less when there are more slots in the
goal buffer (filled slots, those with nil do not count) !!!

An ACT-R model of WM (Digit span task, Lovett et al., 1999): Daily, L. Z., Lovett, M. C., & Reder, L. M.
(2001). Modeling individual differences in working memory performance: A source activation account. Cognitive
Science, 25(3), 315-353.

WM modeled in language processing: van Rij, J., van Rijn, H., & Hendriks, P. (2013). How WM load influences
linguistic processing in adults: A computational model of pronoun interpretation in discourse. Topics in Cognitive
Science.
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Running individual subjects

E.g., 100 iterations, 60 subjects: (res ’gg-exp1 100 60) For

each subject, goal activation W is drawn from a normal
distribution with mean = 1 and standard deviation = 0.25.
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Interface III: Underspecification

The mechanism is similar to Time Out, but here the eye movement
is not interrupted:
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von der Malsburg and Vasishth (2013)

a. . . . dijo . . . se levantaran . . . cuando los directores entraron . . .

HIGH

LOW

HIGH

REANALYSIS

b. . . . dijo . . . se levantaran . . . cuando los directores entraran . . .

HIGH

LOW

LOW

c. . . . dijo . . . se levantaran . . . si los directores entraban . . .
LOW

TIME OUT

1. Ambiguity advantage
2. More rereading in ambiguous conditions
3. Greater amb. advantage less rereading for low-capacity readers
→ Different underspecification strategies for low/high WM?
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Simulation: Time Out + Reanalysis + Underspecification

a. . . . dijo . . . se levantaran . . . cuando los directores entraron . . .

HIGH

LOW

HIGH

REANALYSIS

b. . . . dijo . . . se levantaran . . . cuando los directores entraran . . .
LOW

HIGH

LOW

c. . . . dijo . . . se levantaran . . . si los directores entraban . . .
LOW

TIME OUT

1. Ambiguity advantage
2. More rereading in ambiguous conditions
3. Greater amb. advantage less rereading for low-capacity readers
→ Different strategies are phenomena of one common underlying

mechanism!
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Possible extension: Speed-accuracy trade-off

I Utility value decides between time-out (completing the
attachment) and cut-off (underspecification).

I Value is adjusted after every sentence by a reward according
to task success (comprehension questions)

I Accuracy: Incorrect responses shift the utility towards
time-outs.

I Speed: Many time-outs that slow down reading shift utility
towards underspecification.

Ui(n) = Ui(n− 1) + α[Ri(n)− Ui(n− 1)] (2)

where α is the learning rate, Ri(n) is the reward value given to
production i at time n.
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Possible extension: Articulatory loop

There is evidence that subvocalization could play the role of
short-term storage in reading (Baddeley, 1979; Baddeley, Eldridge,
& Lewis, 1981; Daneman & Newson, 1992; Eiter & Inhoff, 2010;
Kleiman, 1975; Slowiaczek & Clifton Jr., 1980).
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Possible extension: Articulatory loop
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Articulatory Loop

With loopWithout loop

Staub (2010) revisited
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Possible extension: Articulatory loop

Predictions: 
• Delayed effects of parsing depend on articulatory loop 
• In some cases retrieval not necessary because two words can be 

integrated in one step 
• „Wrap-up effects“ at phrasal boundaries due to clearing the loop 

(especially when storing more than one word)  

Questions: 
• How to decide between Time Out and Loop? 
• How many words to store? (Decide based on structural expectations?) 

Run experiments with blocking subvocalization

Articulatory Loop
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Summary
1. At processing difficulties, the parser chooses between interruption

and underspecification.
2. Interruptions trigger late untargeted (Time Out) or early targeted

(Reanalysis) regressions.
3. The ratio between interruptions and underspecification is adjusted

according to task demands and individual capacity.

ACT-R
An Integrated Theory of the Mind
(Anderson et al., 2004)

LV05
An activation-based model of sentence
processing as skilled memory retrieval
(Lewis & Vasishth, 2005)

EMMA
An integrated model of eye movements
and visual encoding (Salvucci, 2001)
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Summary

The essential eye-parser interactions are Time Out, Reanalysis, and
Underspecification (and Subvocalization).
In interaction with individual differences and task demands, the same
mechanism can produce qualitatively different results:

1. Interruptions × timing →
regressions / inflated fixation
durations

2. Timed cut-off × working
memory →
(under)specification.
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Open issues

1. Regression targeting and storage of spatial information.
2. Expectation-based processing.
3. Tuning of time-accuracy trade-off between interruption and

underspecification.
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Software

I A parsing module for ACT-R:
https://github.com/felixengelmann/ACT-R-Parsing-Module

I The ACT-R model with implemented eye-parser Interfaces I, II, and
III:
https://github.com/felixengelmann/act-r-sentence-parser-em
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 ACT-R

Intentional 
Module

Declarative 
Module

Visual 
Module

Virtual World

Pr
od

uc
tio

n 
Sy

st
em

LexiconAttention control

Eye movements

Current goal

Syntactic chunks

Parsing
Module Syntactic buffers

EMMA

Parsing rules

productions-control.lisp

productions-parser.lisp

chunks.lisp
constants.lisp

parsing-module.lisp*

emma-p.lisp*

support-parser.lisp

interface-emma.lisp

Other:
_start.lisp 
experiment-control.lisp 
helper-functions.lisp

interface.lisp 
sentences.lisp

Global parameters:
model.lisp

support-lexicon.lisp

Main file: sp-lv05.lisp

Model Structure
File Structure

Output:
fixations.txt 
attachments.txt 
enctimes.txt 
trialmessages.txt 
subjects.txt

*The modules parsing-module.lisp and emma-p.lisp are in 
actr6/other-files/. All the others are either in the core directory 
sp/ or in the specific model folder (e.g. LewisVasishth2005/).
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