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Abstract

Applied textual entailment is a newly introduced generic empirical task that captures major semantic inferences across a wide spectrum of Natural Language Processing applications. In the present thesis we quest for a better understanding of the task by means of investigating a benchmark dataset for textual entailment, the dataset of the Second PASCAL Recognising Textual Entailment (RTE-2) Challenge.

We propose a scheme for annotation of textual entailment, the Annotating RTE (ARTE) scheme, which models a range of diverse entailment mechanisms. The annotation of a considerable portion of the RTE-2 dataset following this scheme enables us an evaluation of the textual entailment data by gaining insights into the semantic-linguistic properties of the textual entailment phenomenon.

Based on this evaluation, the thesis finally examines from various aspects the performance of the textual entailment systems participating in the RTE-2 Challenge, relative to different types of entailment. The methodology followed and the resulting observations make first steps towards a thorough analysis of systems’ performance, which is a key issue for the advancement of textual entailment technology.
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Chapter 1

Introduction

Most readers would probably agree that the truth of the hypothesis $H$ can be inferred from the truth of the text $T$ in the example below.

\[ T \quad \text{If destruction of the rainforest continues, global warming will continue to take place.} \]
\[ H \quad \text{Destruction of the rainforest affects the world’s weather.} \]

— 295, PASCAL RTE-2 test set

The ability to draw such textual inferences is a fundamental component of human cognition, whose success leans on the human aptitude for handling the variability of language. If Natural Language Processing (NLP) applications are to meet real-life demands, they naturally also need to learn how to model this ability.

This important task, called textual entailment recognition, is the main object of the recently started PASCAL Recognizing Textual Entailment Challenge, an initiative to promote a generic evaluation framework for real-world textual entailment systems. The investigation of the textual entailment datasets released in the frame of this initiative is the purpose of the present thesis, ultimately aiming at a better understanding of the textual entailment phenomenon.

This chapter introduces the task of textual entailment recognition and illustrates the motivation for the thesis, as well as its main contributions.
1.1 Textual Entailment

According to a classical definition of entailment in formal semantics, as in (Chierchia and McConnell-Ginet, 2000),

\[
\text{a text } T \text{ entails a hypothesis } H, \text{ if } H \text{ is true in every circumstance (possible world) in which } T \text{ is true.}
\]

This kind of definition, however, imposes a strictness that is rather inappropriate for many practical situations regarding NLP, in which uncertain but highly plausible inferences are still useful.

The problem is addressed by the notion of applied textual entailment\(^1\), as defined by Dagan and Glickman (2004), which takes an operational approach based on empirical evaluation. By this definition,

\[
\text{a text } T \text{ entails a hypothesis } H, \text{ if, typically, a human reading } T \text{ would infer that } H \text{ is most likely true.}
\]

The advantages of such a perspective for NLP are straightforward: the evaluation is performed using a human gold standard, as in other NLP tasks, and at the same time, common background knowledge is assumed, in the way also expected from applications. Therefore the notion is purposefully restricted to such an informal definition, so as to match the equally uncertain nature of the task.

Only a short list of concrete textual entailment annotation guidelines, introduced by Glickman (2006), complement the above definition:

- **Entailment is a directional relation; the hypothesis must be entailed by the text, but the opposite is not required.**
- **The hypothesis must be fully entailed by the text and not include parts that cannot be inferred.**
- **Cases in which inference is very probable (but not absolutely certain) should be judged as true.**
- **Common background knowledge that is typical for a reader of the given type of texts is presupposed; on the other hand, the presumption of highly specific knowledge is unacceptable.**

\(^1\)Note that the use of the term *textual entailment* in this general sense has been criticized (e.g. Zaenen et al. (2005), Manning (2006)). The wider notion of *local textual inference* was proposed as more appropriate; nonetheless the former seems fairly well-established in the research community.
1.2 The PASCAL Recognizing Textual Entailment Challenge

Drawing from the idea of applied textual entailment, the PASCAL Network of Excellence recently started an attempt to promote a generic evaluation framework covering semantic-oriented inferences needed for practical applications.

The launch of the Recognizing Textual Entailment (RTE) Challenge (Dagan et al., 2006) aimed at setting a benchmark for the development and evaluation of semantic methods that typically address the same types of problems but in different, application-oriented manners. As many of the needs of several applications can be cast in terms of textual entailment, the ultimate goal is to promote the development of general entailment recognition engines, designed to provide generic modules across applications.

The initiative has been widely embraced, yielding to this day three successful yearly RTE challenges—the first (RTE-1; 2005), second (RTE-2; 2006) and third (RTE-3; 2007)\(^2\), as well as an increasingly high interest in the research community. In this frame, which has developed a character more explorative rather than competitive, participating systems are required to judge the entailment value of short pairs of text snippets (text T and hypothesis H), like the one presented in the beginning of this chapter. The notion of entailment considered for this purpose is explicitly the one of applied textual entailment, as defined in Section 1.1.

Submissions have been numerous and diverse, evaluated for accuracy (the percentage of correctly judged pairs) and, optionally, average precision, as a measure for the ranking of pairs according to their entailment confidence (when applicable). The methods typically employed by the participating systems include similarity measures between T and H, cross-pair similarity measures, detection of mismatch, and, to a limited extent, logical inference.

The systems’ results demonstrate significant general improvement with time, with overall accuracy levels ranging from 50% to 60% on RTE-1 (17 submissions), from 53% to 75% on RTE-2 (23 submissions), and from 49% to 80% on RTE-3 (26 submissions).

1.3 The RTE Datasets

Clearly, what plays a most central role on this applied account of textual entailment is the nature of the datasets involved, with data collection and

\(^2\)http://www.pascal-network.org/Challenges/\{RTE, RTE2, RTE3\}.
1.3. The RTE Datasets

annotation processes largely determining important parameters like the complexity of the task and its correspondence to real-life application settings.

For this reason, the datasets provided by the RTE Challenge organizers are intended to include typical T–H pairs that correspond to success and failure cases of actual text processing applications, dealing with tasks such as Information Extraction (IE), Information Retrieval (IR), Question Answering (QA) and Summarization (SUM). They are divided into two balanced corpora: the development (dev) set, released early so as to provide typical examples of the task requirements, and the test set, released a few weeks prior to systems’ submission. The systems’ results are evaluated exclusively on the test set.

The collected pairs are intended to challenge systems on how they handle a broad range of textual entailment phenomena. To achieve that, they strive for representing a range of different levels of entailment reasoning, including syntactic, lexical, logical reasoning and world knowledge, at different degrees of difficulty. The specific approaches, however, taken with respect to the compilation of the datasets, lead to certain observations.

In practice, the datasets are manually compiled by human annotators, using existing application-specific system resources or the output of Web-based systems, with a focus on the general domain of news. On this process the annotators are instructed to obtain a reasonable balance among the different types of pairs, but no concrete indications regarding the type each pair may correspond to are available, as the pairs are constructed on the fly.

For instance, as the organizers of RTE-1 Dagan et al. (2006) observe, the annotators’ selection policy evidently yielded more negative entailment pairs than positive ones in the cases where T and H had a very high degree of lexical overlap in RTE-1, resulting from their bias to avoid high correlation between word overlap and entailment. Dagan et al. add that they are not in a position to provide any information about the distribution of different entailment factors in the RTE-1 datasets, or make any direct predictions about the performance of participating systems in particular applications.

On an attempt to quantitatively determine the presence of mere paraphrases in the same datasets, Bayer et al. (2005) report that 94% of the dev2 set of RTE-1 consists of paraphrases, as opposed to classic entailments. They remark that it seems unclear how RTE annotation techniques could possibly be applied to corpora for creating a good balance of different representative types of inferences, or what should generally be understood as such a balance.

On top of that, simple lexical overlap reportedly (Bar-Haim et al., 2006) achieved an accuracy of as high as 60% on RTE-2, interestingly outperform-
1.4 Circumscribing Textual Entailment

Many of these observations as the ones presented in Section 1.3 regarding the textual entailment datasets employed by the RTE challenges have initiated a wider exchange of opinions in the research community.

Among the first to identify and spotlight the importance of a more mature definition of the textual entailment task, which will allow for clear distinctions among the different types of inferences involved, have been Zaenen et al. (2005). In a critical discussion of the datasets used in RTE-1, Zaenen et al. focus on several of their properties, which they clearly see as weaknesses. These include unnormalized spelling instances, the under specification of the scope of the required world knowledge, as well as issues regarding human inter-annotator agreement with respect to entailment values.

Characteristically, Zaenen et al. note that the information packaging within the pairs demonstrates a high level of similarity, ignoring the constructional and lexical range that can be used to express an idea. As this will not correspond to the real demands of applications such as QA systems, they propose an augmentation of the types of pairs constructed by existent RTE techniques, with a determined portion that explicitly accounts for the various types of entailments.

Manning (2006) supports a different view regarding the issues raised. Sharing similar concerns about the practical usability of the task, but from an opposing perspective, he maintains that an attempt of circumscribing a natural task such as textual entailment recognition might cause degrading

---

3 Or local textual inferences, in their terms, which can basically be analyzed in presuppositions, conversational implicatures and “genuine” entailments.
rather than desirable effects. Manning concludes that the use of artificially constructed text may undermine the operational utility of systems and the scientific goals of the challenge.

In response to these claims, Crouch et al. (2006) argue for an approach that will legitimize both naturally occurring text data, and laboratory ones, which will allow for the isolation and identification of core phenomena. They illustrate this by foregrounding the particular attempt in this direction made by the AQUAINT Knowledge-based Evaluation (Crouch et al., 2005), on which we elaborate in Section 2.1.1.

### 1.5 Overview of the Thesis

The present work makes concrete contributions to this vivid debate about the tenability and practical worth of the textual entailment task by actively investigating tangible ways of creating a better-founded RTE setting. Annotation and evaluation of textual entailment datasets are the main tools in this process.

After a critical review of earlier, preliminary attempts in this direction, in Chapter 2, we introduce in Chapter 3 a new model for evaluation of textual entailment datasets. The model, Annotating RTE (ARTE) scheme, is a scheme for manual annotation of textual entailment—both positive and negative—that makes it possible to pinpoint variant semantic-linguistic properties of entailment in the data.

The annotation of the RTE-2 Challenge dataset based on the ARTE scheme enables a direct analysis of the contribution of individual inference mechanisms in the dataset, and an evaluation of their distribution across its various subsets. The results of this analysis, as well as of a broader examination of the dataset’s characteristics, are laid out in Chapter 4.

As Dagan et al. (2006) point out, an analysis of the performance of the existent textual entailment systems, relative to different types of entailments, is likely to bring forth future improvements in textual entailment technology. Chapter 5 attempts exactly such an analysis, by taking into account different factors, including the annotation results of ARTE. It also examines the relationship between systems’ performance and the interesting notion of overlap–entailment correlation, which we introduce in Chapter 4.

The main findings of the thesis are summarized in Chapter 6, where ideas for future research are also presented. In the end, Appendix A contains the full version of the ARTE guidelines, exhibiting a large number of textual entailment examples and their annotation.
Chapter 2

Evaluating Textual Entailment Datasets

Chapter 1 introduced the task of textual entailment and foregrounded the need for an extensive and diverse evaluation of the datasets used for its purposes. In this chapter we review such attempts and comment on them.

2.1 Review of Previous Work

The theoretical discussion about the foundations of the textual entailment task presented in Chapter 1 has been complemented with empirical contributions towards a concrete evaluation framework for RTE. The research conducted in this direction, though, has generally been rather fragmentary and of limited scope.

2.1.1 A First Annotation Scenario

As mentioned in Section 1.4, the AQUAINT Knowledge-Based Evaluation (KBEval) Pilot provides an annotation scheme for textual inference (Crouch et al., 2005) that constitutes one of the earliest such attempts. In fact, the scheme is a refinement of the PASCAL gold standard annotation scheme, in that it proposes a three-way classification of pairs according to their entailment value, as well as a number of additional annotation fields. The scheme’s main dimensions can be summarized in the following way:

**Polarity:** *true, false* or *unknown.*

It corresponds to the entailment value of the pair. The value *true* indicates positive entailment, while *false* and *unknown* induce a natural partition of the RTE negative entailment set into two categories: the
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pairs in which T and H contradict each other, and the ones in which H can neither be inferred nor contradicted by T.

**Force**: strict or plausible.

It indicates whether additional context could affect the polarity value, aiming at a distinction between certain and plausible inferences.

**Source**: linguistic or world.

It characterizes the type of reasoning associated with the entailment, according to whether a competent but ignorant speaker of the language would be in position to judge the polarity.

The scheme additionally offers various optional fields, such as human readable explanations, which have a more experimental status.

2.1.2 Syntactic and Lexical Levels of Entailment

Since the release of the RTE datasets there has been a small number of attempts at defining and analyzing distinct levels or layers of entailment conceived in them. The majority of them focus on phenomena that correspond to well-studied NLP tasks and can be captured by robust tools and resources—namely, syntactic and lexical phenomena.

**Vanderwende et al. (2005)**

Vanderwende et al. (2005) examine the complete test set of RTE-1 with the purpose of isolating the pairs whose categorization can be accurately predicted based solely on syntactic cues. The syntactic level of entailment defined in this way involves phenomena considered as possible-to-handle exclusively with a typical state-of-the-art parser, and includes argument assignment, intra-sentential pronominal anaphora and several structural alternations. Their human annotation indicates that a portion of 37% of the entailments are decided merely at the syntactic level, while this figure climbs to 49% if the information of a general-purpose thesaurus is additionally exploited.

**Bar-Haim et al. (2005)**

Bar-Haim et al. (2005) take this idea a step further and annotate 30% of the RTE-1 test set at two strictly defined levels of entailment. Extending Vanderwende et al.’s work, they consider a lexical entailment level, which involves morphological derivations, ontological relations and lexical world
knowledge, in addition to a lexical-syntactic level, which, on top of lexical transformations, contains syntactic transformations, paraphrases and coreference.

The annotations are viewed as the classifications made by an idealized system that achieves a perfect implementation of the inference mechanisms regarded. In this system-oriented perspective, the notion of recall is naturally applied for evaluation of success, which yields a recall of 44% for the lexical and of 50% for the lexical-syntactic level. Moreover, Bar-Haim et al. make an evaluation of the distribution of each of the inference mechanisms present at each level, where they report paraphrases and syntactic transformations as the most notable contributors.

Glickman (2006)

Finally, Glickman (2006) defines a lexical reference subtask, which reflects the extent to which the concepts of H are explicitly or implicitly referred to in T. Thus this entailment subtask, or level, can be regarded as a natural extension of textual entailment for sub-sentential hypotheses. Its evaluation in a sample of the RTE-1 development set produces a recall of 69%, suggesting that lexical reference plays an important, but not sufficient, role in RTE.

2.1.3 The Role of Lexical and World Knowledge

With the release of the RTE-3 datasets, Clark et al. (2007) explore the requirements of RTE in a way that differs from the previous approaches in that it is not centered on the basic lexical-syntactic levels of entailment, but instead it investigates a wide range of phenomena involving lexical and world knowledge.

Clark et al. manually annotate 25% of the positive entailment pairs in RTE-3 for thirteen distinct entailment phenomena. Three different, though loosely delineated, types of world knowledge are covered in this compilation: general world knowledge (i.e. nondefinitional facts about the world), core theories knowledge (e.g. space and time) and knowledge related to frames and scripts (i.e. stereotypical situations and events). Some of the other phenomena involve implicative verbs, metonymy and protocol.

The frequency statistics of the sample indicate that the vast majority of entailments require a significant amount of world knowledge, and especially of the general, nondefinitional type. Hence the acquisition of this type of knowledge is one of the most essential requirements that the RTE-3 Challenge poses to participating systems.
2.2 Discussion

The AQUAINT scheme allows for certain forms of system error analysis; e.g., whether a system produces answers that are demonstrably false, or merely unjustified by the data. Still, its distinction of the types of reasoning involved in the data is rather crude, and at the same time notoriously elusive.

Regarding the three approaches of Subsection 2.1.2, though they make valuable explorative contributions to the evaluation of textual entailment, the common denominator among them is that they do not target at a complete and full-fledged analysis of the datasets. Namely, each of them disregards to a different extent certain important aspects of the entailment phenomenon, such as logical inference or deep semantic understanding of the text. As a result, no full coverage of the data is provided.

Apart from that, all three approaches were only attested to the dataset of the first challenge RTE-1, which, as the first germinal construction of the kind, is associated with several idiosyncrasies. The ones noted in Section 1.3 are some of them; the fact that the contribution of coreference in the dataset suffers, since, according to (Dagan et al., 2006), the annotators were instructed to reduce the complexity by replacing anaphors with their appropriate reference, is another.

Finally, the contribution of Clark et al. in the discussion of how an appropriate framework for the evaluation of RTE can be set is significant in that it provides a rich representation of entailment phenomena, some of which extend beyond the traditional syntactic and lexical levels. In particular, the study valuably adds to the investigation of world knowledge, and how it can be specified in RTE.

Nonetheless, like previous studies, (Clark et al., 2007) does not aim at a complete coverage of the entailment phenomena. Its focus on the analysis of world knowledge leaves certain basic inferences of syntactic or grammatical type aside (e.g. coreference resolution, named entity recognition, coordination etc.). Furthermore, the study of negative entailment is left entirely beyond the scope of this work.

In summary, the frameworks discussed in this chapter are important, but rather preliminary attempts at the evaluation of textual entailment datasets.
Chapter 3

The ARTE Scheme

In Chapter 2 we presented previous works on evaluation of textual entailment datasets, and we critically discussed their contributions. In the present chapter we make a new contribution in this area by proposing a unified, comprehensive framework for the evaluation of textual entailment recognition: the Annotating RTE (ARTE) scheme.

In ARTE the datasets are manually annotated and analyzed for a wide variety of entailment phenomena that cover the whole spectrum of local textual inferences. Unlike the ones reviewed in Chapter 2, the annotation scheme presented here does not function selectively on a portion of the various entailment phenomena, but it uniformly accounts for all types of phenomena encountered.

Apart from that, the scheme takes a new perspective on the classification of the entailment phenomena. ARTE views the entailment problem in relation to three well-defined levels: Alignment, Context and Coreference. The potential of each level is explored in depth for the positive entailment cases, while in the negative ones we aim at a more basic, elementary scheme that allows for solid observations on the particularities of non-entailment.

In the following sections we briefly introduce the basic definitions and main ideas associated with each component of the architecture. A more profound view, with additional details and strict guidelines regarding their use, is available in Appendix A. The technical aspects of the project are also elaborated there.

3.1 The Scheme for Positive Entailment

The main concept behind the annotation scheme for the positive entailment pairs is that of alignment, in a sense similar to what RTE systems typi-
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Figure 3.1: Alignment produced by the system of Bayer et al. (2005), which treats entailment data as an aligned translation corpus, and bases its judgment on translation quality measures. The system induces alignment models using the GIZA++ toolkit (Och and Ney, 2003).

Figure 3.2: The probabilistic setting of Glickman et al. (2005) induces an alignment between the terms of T and H in a way similar to alignment models in statistical MT.

Figure 3.3 exemplifies this with a T–H pair from the RTE-2 test set: The alignment of the subject Katamary Damacy in H is produced in a way that respects the matching of the complete syntactic structure of H, as it points to the corresponding subject, and not to the lexically identical phrase of T. The anaphoric coreference relation present in T is captured individually at the Coreference level. In parallel a third level, Context—not active in this example—, models the contribution of higher-level factors.
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Figure 3.3: In ARTE alignment is guided by syntactic structure, approximating a graph subsumption model.

typically outside the boundaries of the local syntactic structures, such as factivity and polarity.

The relevant fragments of T and H selected and annotated at any of these levels are called markables, and tend to roughly correspond to basic syntactic constituents, although this is not a formal requirement and there are numerous divergencies. Each level of the annotation is related to its own set of markables, which may be discontinuous and/or overlapping.

3.1.1 Alignment

The Alignment level is intended to capture basic inherent properties of the textual entailment phenomenon and takes up a twofold function. On the one hand, it provides directed pointer relations (alignments) from the constituents of H to the corresponding parts of T that are responsible for the local entailment. On the other hand, it provides information about the specific nature of the alignment constructed between the two. Every such alignment is associated with a label that describes it and indicates what type of textual inference has made it possible.

In total there are ten different features serving as labels for this purpose, two of which are further refined in subcategories. Moreover, the features are not mutually exclusive, but can be applied in combinations so as to achieve a result as informative as possible. The list of features is as follows:

Identity indicates that the alignment roughly involves a mere surface-level lexical match of the two markables. What is meant by this is not strict string equality, but rather similarity that allows for minor variations (e.g. tense\(^1\), inflection or different prepositions) that do not have sig-

\(^1\)In fact we follow one of the guidelines presented in (Dagan et al., 2006), and ignore tense aspects entirely, as T and H may originate from documents at different points in time.
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significantly different semantic interpretations in the particular context. Figure 3.4 provides one such example.

Furthermore, surface similarity is a necessary but not sufficient condition for an Identity annotation: If another, more specific feature is applicable, it will be the one selected.

Coreference indicates that the markables aligned are coreferent. Typically the H-markable involved is a noun phrase (NP), while the T-markable either an NP or a pronoun/relativizer. Hence this feature is not restricted to the anaphoric type of coreference. Figure 3.3 provided an example.

Genitive marks an alignment that is based on the analysis of genitive case, signaled by a possessive pronoun, the possessive clitic ‘s, or the preposition of. It involves, therefore, the matching of a semantically under-specified construction, which can denote a number of different relations (e.g. alienable/inalienable possession, composition, origin, etc.), to the specific interpretation it acquires in a particular context. Figure 3.5 presents an example.

Modifier indicates that the alignment relies on the direct interpretation of a modifier—one adjectival (or nominal, in the case of compound noun constructions) or adverbial—which, similarly to the Genitive case, explicates an unspecific relation. An example is provided by Figure 3.6.

Morphological applies in case the alignment represents a morphological\textsuperscript{2} transformation. Considered in this category are only word-formation rules, and not inflectional rules—inflectional variations do not weigh heavily in our textual entailment framework and are typically modeled with Identity alignments.

There are four distinct subcategories to specify the particular type of transformation.

Nominalization. The aligned pair consists of a verb- or adjective-markable, and a derivationally related noun-markable; e.g., \textit{make} $\rightarrow$ \textit{maker}.

\textsuperscript{2}Our rather broad use of the term \textit{morphological} here is conventional, mainly serving to group together several closely related mechanisms. For example, it encompasses cases of nominalization which do not in fact affect morphology, such as \textit{purchases} (N) $\rightarrow$ \textit{purchases} (V). Therefore the sense defined here should not be related to linguistic debates about the nature of morphology and its rules.
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**Demonym.** The alignment involves a place and its inhabitants, or a people and its members; e.g., *Liberia* ←→ *Liberian*.

**Acronym.** The alignment involves a phrase and its typical abbreviation, formed by the initial letters or parts of its words; e.g., *New Jersey* ←→ *N.J.*.

**Other.** Any other type of non-inflectional morphological transformation; e.g., *big* ←→ *the biggest*, *random* ←→ *randomly*.

**Argument Variation** marks an alignment between two predicates with variation in their argument structure, i.e., realizing corresponding arguments using different grammatical functions, as in Figure 3.7.

**Passivization.** This label can be applied to **Argument Variation** alignments that are between predicates appearing in different grammatical voices (active and passive); e.g., *killed* ←→ *was killed*.

**Ontological** indicates that the alignment involves one of the most common lexical ontological relations, mainly drawn from the lexical semantic resource of WordNet (Fellbaum, 1998). The relations chosen are the ones that are typically associated with the notion of **semantic similarity**: synonymy and hypernymy.

**Synonymy** indicates that the two markables are interchangeable within the context in which they appear; e.g., *a human* ←→ *a human being*.

**Hypernymy** indicates that the two markables are linked by the is-a-kind-of relation; e.g., *spokeswoman* ←→ *representative*.

**Quantities** marks an alignment which involves reasoning based on quantities and quantifiers, as in Figure 3.8.

**Reasoning.** This final feature is rather the most comprehensive, as it encompasses all cases that extend beyond the rest of the features, and represents several different forms of reasoning.

These may involve a **lexical relation** not among the aforementioned ones, *general world knowledge*, *geographical*, *spatial or temporal knowledge*, *modality* markers, *punctuation*, *logical* or other *general inference mechanisms*, *metonymy*, *elliptical constructions*, *conversational implicatures* or indirect contributions of the sentences’ context.

Figures 3.9 and 3.10 present such cases; Appendix A contains a larger number of examples.
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Figure 3.4: The two markables are in an Identity alignment relation, although they are not lexically identical.

Figure 3.5: An alignment labeled as Genitive, as the phrase is engaged in H specifies the relation indicated with the preposition of in T.

Figure 3.6: An alignment with a Modifier label. The modifier in H *Italian* in this case denotes location. Note that this is also an instance of Demonym.

Figure 3.7: An alignment marked as Argument Variation, since the arguments of the two predicates are aligned by different syntactic functions.
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Figure 3.8: An alignment marked as Quantities, since it requires arithmetic reasoning.

Figure 3.9: This alignment, labeled with Reasoning, is grounded on reasoning involving the figure of speech of antonomasia.

Figure 3.10: This alignment is due to the analysis of the NP-ellipsis in T20, and is marked as Reasoning.
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3.1.2 Context

In certain cases, even if there is a prefect alignment between T and H, the entailment may still not hold, due to the interference of external context factors that block it. For instance, as Nairn et al. (2006) point out, there are clear semantic differences among sentences such as

(1) a. Ed closed the door.
   b. Ed did not close the door.

(2) a. Ed forgot that he had closed the door.
   b. Ed did not forget that he had closed the door.
   c. Ed forgot to close the door.
   d. Ed did not forget to close the door.

(3) a. Ed claimed that he had closed the door.
   b. Ed did not claim that he had closed the door.
   c. Ed pretended that he had closed the door.
   d. Ed did not pretend that he had closed the door.

Obviously the truth of statement (1a) follows from the truth of both the assertion (2a) and its negation (2b). On the other hand, neither of these inferences can be drawn from the truth of (3a) or its negation (3b). Moreover, both (3c) and (3d) entail statement (1b). Finally statement (2c) is of a special nature, since it entails the negation (1b), while its appearance in a negative polarity context as in (2d) entails the assertion (1a).

The Context level of the scheme is designed to provide such information about the relative polarity forced by the context in which statements are made, and which may change their interpretation, or the author’s commitment to them. This problem is deeply related to the one of assessing the veridicity of textual content, which is an issue of high importance for textual inferences. An interesting discussion on this delicate topic is given by Karttunen and Zaenen (2005).

An example of Context annotation is presented in Figure 3.11. The annotation at this level is focused on the contents of T outside the boundaries of the aligned markables. In particular it involves the following two features:

**Factivity** measures the degree of the author’s commitment to the truth of the statement in the complement clause introduced by the markable. It is assigned one of four possible values.
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**Neutral** is selected in case the complementizer carries neither presuppositions nor entailments and therefore does not impose any commitment to the truth/falsity of the subordinate clause. This would apply for example in contexts of report, belief, volition, planning or commission; e.g., *say, claim*.

**Factive** indicates that the truth of the complement clause is presupposed; e.g., *reveal, uncover*.

**Counterfactive.** In contrast to the Factive case, this value indicates that the falsity of the complement is presupposed. A typical predicate in this category is *pretend*.

**Implicative.** This category comprehends the three subgroups of two-way implicatives, one-way +implicatives and one-way -implicatives, as presented in (Nairn et al., 2006). It indicates that the complementizer carries entailments and possibly also presuppositions, and the former may change if the relative polarity of the sentence changes.

Typical examples of implicative expressions are predicates such as *manage, refuse and attempt*, when they introduce nonfinite complements.

**Negation** signals that the markable imposes a negative polarity on the complement clause. Carriers of such information may be the negation particle *not*, the downward-monotone quantifier *no*, restricting prepositions such as *without and except*, or certain subordinating conjunctions such as *unless*.

![Figure 3.11](image.png)

Figure 3.11: In this pair the information about the event described in H lies in a report context, introduced by the neutral factivity predicate *say*. The entailment holds only if we trust in the veridicity of the source of this information.
3.1.3 Coreference

As remarked in the introduction of Section 3.1, the Coreference Level is designed to provide an additional layer of information in those cases of coreference, in which resolution is crucial for the entailment. Figure 3.12 demonstrates how this is achieved for the pair of Figure 3.3.

![Coreference Diagram](image)

Figure 3.12: At the Coreference level the pronoun of T *it* is linked to its antecedent *Katamari Damacy*.

A number of different types of coreference is captured in this way, providing a rich account of coreference mechanisms from several perspectives. Similarly to alignment relations, coreference relations link together two different markables and each such link is labeled with one of the following features:

**Supplemental** applies to a coreference that involves an NP and an expression supplemental to it. Two distinct subcategories refine this idea:

- **Apposition** indicates that the two coreferent parts are in an apposition construction, as in Figure 3.13.
- **Reduced Relative** captures the relation between an NP and a reduced relative clause modifying it, as in Figure 3.14. Obviously, since the relative pronoun is missing, this feature expresses a coreference not directly evident, but rather implicit in the grammatical analysis of the construction.

**Anaphoric** marks an explicit coreference of anaphoric type; this is further specified with the two following subcategories:

- **Pronominal** indicates that there is a coreference between the markables, established by the reference resolution of a pronoun (e.g., relative, personal, demonstrative, possessive). Figure 3.12 above provided an example of pronominal coreference.
- **Nominal** applies in case two NP-markables are coreferent without being in a direct syntactic relation (e.g. appositive or equative constructions), as in Figure 3.15.
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Figure 3.13: The NP Derek Plumbly in T is a supplemental expression of the appositive type to the NP The British ambassador to Egypt.

Figure 3.14: The NP a business is linked to the reduced relative clause called Mental Health Professionals, to which it functions as subject.

Figure 3.15: An example of Anaphoric Coreference of type Nominal between the two NPs.
3.2 The Scheme for Negative Entailment

Negative entailment detection imposes different kinds of challenges on systems, as the task of pinning down the reasons for absence of an entailment relation can be far more evasive and subtle than the one of highlighting the existent evidence for its presence. For this reason our negative entailment scheme has a status more experimental and less analytical than the fully-developed positive one.

In this explorative setting we aim at a classification of the negative entailment cases into three major categories, according to the most prominent and direct reason why the entailment cannot be established. Though in many cases there are several small pieces of evidence for non-entailment, we focus on the single one that we consider as the most obvious “trap” for systems (and humans) judging the entailment. Figure 3.16 presents a typical non-entailment annotation.

![Figure 3.16](Image)

Figure 3.16: The prepositions for and against in this pair convey diametrically different meanings that contradict each other.

The categories defined involve context, additional information and misalignment factors, and are as follows:

**Context** indicates that the entailment is blocked by the presence of a particular context which modifies the truth value of the rest. This context may involve for instance modality, a restricted spatiotemporal frame, negation, non-factivity, or an expression affecting the relative polarity of its complement. An example is given in Figure 3.17.

**Additional** indicates that H is more informative than T. On the one hand H might possibly be partially entailed by T, but on the other hand there is additional information present in H which cannot be inferred from T. Figure 3.18 presents an example.

**Misalignment** suggests that H is partially aligned to T in a way that respects the entailment, but the remaining part of H aligns to a part of
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T that is either inadequate for the entailment, or even contradictory. It is refined by means of the following two subcategories:

**Inadequacy.** The misalignment is specified as Inadequacy in case the information available in T is insufficient to support the corresponding information conveyed by the misaligned H-markable. This means that H as such could be true given T, but its truth is not assured by the truth if T, as Figure 3.19 illustrates.

**Contradiction.** Finally, the misalignment is labeled as Contradiction in case it proves not merely that H is not entailed by T, but also that the two in all likelihood cannot be both true at the same time, if interpreted in exactly the same spatiotemporal frame, referring to the same events/situations.

This definition follows the annotation guidelines for marking contradictions (Manning et al., 2007) introduced in the RTE-3 Optional Pilot Task: Extending the Evaluation of Inferences from Texts. Figure 3.16 is one such example.

Figure 3.17: The negation particle *not* is blocking the entailment in this pair, which would otherwise hold. Therefore it is annotated with the Context feature.

Figure 3.18: In this pair T contains no information related to the predicate of H *was buried*. Therefore the latter is marked as Additional.

---

http://nlp.stanford.edu/RTE3-pilot
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The annotation scheme for RTE presented seeks a balance between richness on the one hand, and usability, on the other. The main principle guiding the selection and definition of features was to create a scheme which is expressive enough to enable useful insights into the data, but at the same time functional enough to allow for a clear and consistent effect. The philosophy served was the one of achieving a “good” trade-off between linguistic sophistication and practicability.

Weighing the strengths and weaknesses of ARTE in this light, we cannot fail to consider the inherent limitations of the “flat” alignment model we adopted. As a concrete example, it is obvious that such a type of alignment is insufficient for sentences with embedded clauses containing information relevant for the entailment, as in Figure 3.20.

Figure 3.19: The predicate of H is misaligned to a T-markable whose semantic interpretation cannot justify an entailment. Hence the Misalignment is labeled as Inadequacy.

Figure 3.20: An example of a rather “artificial” alignment that is forced by the syntactic structures of the sentences but does not directly reflect the semantic interpretations of the markables involved. A large portion of the information used for this alignment comes from the embedded relative clause in T, which does not participate in the alignment.
3.3. Discussion

As a result, the entailment rules constructed by means of the alignment relations may in certain cases not be self-contained, but count largely on external context factors. This, however, is a natural restriction, since any local entailment relies on its wider context to some extent, and any RTE system must take this into account. Furthermore, ARTE provides explicit indications of such types of contextual alignments by means of the alignment labels (e.g., Coreference, Reasoning) or the—likewise labeled—separate Coreference links.

A conclusion thus drawn is that the ARTE scheme is indeed applicable to textual entailment data, and suitable for modeling them at a generally satisfactory level of success. Regarding the negative entailment scheme, in particular, the resulting annotation suggests that non-entailment pairs can effectively be classified into three major categories. Contrary to what might be expected judging by the intricacy of the phenomenon, these categories have in practice been surprisingly easy to distinguish.

A noteworthy observation is that the annotation of non-entailment provides an indication about the distribution of the non-entailment pairs according to their polarity value, in the sense of Crouch et al. (2005). The binary classification of the negative entailment dataset with respect to polarity is directly reflected in the annotation: Pairs annotated as Contradiction correspond to polarity of value false, while pairs annotated as Inadequacy or Additional correspond to polarity of value unknown. Context annotation is rather ambiguous with respect to polarity, as pairs marked with it may correspond to either of the two values. It would hence be interesting to investigate a partition of the Context category.

Finally, drawing an analogy between ARTE and the framework of Clark et al. (2007), it is remarkable that the two approaches parallel each other in many points, even though they have been developed entirely independently. Particularly the annotation features comprising each framework are highly comparable, as is the philosophy of investigating entailment beyond the lexical-syntactic level.

On the other hand, of course, this work is in several aspects different from the one of Clark et al.: ARTE presents a model of explicit alignment guided by strict principles, and it handles both positive and negative entailment cases. It was also attested to a larger corpus, consisting of 500 entailment pairs. As a further difference, Clark et al. present a highly fine-grained classification of entailment types that involve world knowledge and reasoning; ARTE is more oriented towards achieving a wide coverage of different types and lacks such a degree of detail in this particular category.
Chapter 4

Analysis of the RTE-2 Dataset

The annotation scheme presented in Chapter 3 enables a direct analysis of the contribution of individual inference mechanisms in textual entailment datasets, and a precise evaluation of their distribution across the diverse subsets associated with different application settings.

In this and the following chapter we lay out the results of such an analysis, conducted on the textual entailment dataset provided by the RTE-2 Challenge. Chapter 4 examines the dataset in its own right, while Chapter 5 carries out a performance-sensitive analysis, exploring the data with respect to the performance of different textual entailment systems on them.

In the present chapter we first prepare the ground for this linguistically oriented analysis by examining the data from a shallow perspective, regarding surface measures such as length of sentences and word overlap. After gaining first insights into the datasets with these observations, we proceed to a deeper evaluation considering the linguistic phenomena behind the given entailments.

4.1 Shallow Measures

A brief inspection of the submission results and systems description of RTE-2, as in (Bar-Haim et al., 2006), reveals that even naive overlap-based systems are able to achieve results comparable to—and sometimes better than—more linguistically sophisticated systems. This observation motivates a shallow-perspective investigation of the datasets.

We examine the complete RTE-2 dataset with regard to the statistical lexical features of sentence lengths and word overlap. The dataset, consisting
of 1600 T–H pairs, is split into several subcorpora: The development and test set comprise 800 pairs each, further divided into two halves (400 pairs each) that correspond to the positive and negative entailment instances. The pairs are equally distributed among the four application settings of IE, IR, QA and SUM.

### 4.1. Shallow Measures

#### 4.1.1 Lengths

Sentence lengths of the pairs are computed separately for T and H, and the sum of the two defines the length of the pair as a whole. The notion of sentence length stands here for the total number of words that comprise a text snippet; each individual word, including function words, is counted.

The difference of lengths between T and H of each pair is also considered, normalized by the length of T as follows:

$$\text{T–H length difference} = \frac{\text{length of T} - \text{length of H}}{\text{length of T}} \quad (4.1)$$

Table 4.1 presents the statistical distribution of sentence lengths and length differences between T and H across the individual RTE-2 subsets, while Figures 4.1 and 4.2 display the overall average lengths and length differences of pairs for each of the four application settings.

Clearly the tasks demonstrate significant variance in these values, which is the largest between IR and SUM for lengths, and between IE and SUM for length differences. SUM has the longest pairs with approx 41 words on average, and with the smallest difference between the lengths of T and H. On the other hand IR has the shortest pairs, with approx 31 words on

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Entailment</th>
<th>Length of T</th>
<th>Length of H</th>
<th>Length of Pair</th>
<th>T-H length difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td>YES</td>
<td>28.68</td>
<td>7.36</td>
<td>36.04</td>
<td>71.51</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>26.90</td>
<td>7.41</td>
<td>34.31</td>
<td>72.62</td>
</tr>
<tr>
<td>IR</td>
<td>YES</td>
<td>25.27</td>
<td>6.31</td>
<td>31.57</td>
<td>70.07</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>24.09</td>
<td>6.66</td>
<td>30.74</td>
<td>66.60</td>
</tr>
<tr>
<td>QA</td>
<td>YES</td>
<td>24.88</td>
<td>6.48</td>
<td>31.16</td>
<td>68.33</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>25.25</td>
<td>7.49</td>
<td>32.74</td>
<td>64.93</td>
</tr>
<tr>
<td>SUM</td>
<td>YES</td>
<td>26.96</td>
<td>7.49</td>
<td>34.45</td>
<td>67.44</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>27.66</td>
<td>7.49</td>
<td>35.16</td>
<td>69.95</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>27.12</td>
<td>7.92</td>
<td>41.04</td>
<td>47.12</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>27.01</td>
<td>8.82</td>
<td>35.83</td>
<td>63.74</td>
</tr>
</tbody>
</table>

Table 4.1: The distribution of average sentence lengths and length differences, as defined in (4.1), across the RTE-2 subsets. Both development and test set are covered.
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Figure 4.1: The chart of average sentence lengths of pairs for the four tasks.

Figure 4.2: The chart of average length differences between T and H of pairs for the four tasks.

average, while IE has the pairs with the greatest length differences, where T is on average by 72.07% longer than H.

Furthermore, differences are also observed between positive and negative entailment pairs. In SUM, for instance, T is longer than H by 53.32% on the positive entailment pairs, but only by 40.92% on the negative ones.

Finally, Table 4.2 presents the distribution of pairs with negative T–H length difference; i.e., the pairs whose H has greater length than T. The figures are particularly interesting: Although in the RTE task T is typically longer than H—since textual entailment implicates that T contains at least as much information as H, and usually more—, the length of H exceeds the one of T in approx 1.13% (18 out of 1600 pairs) of the data. This “peculiarity” is most common in SUM, and especially in the negative entailment subset.

Table 4.2: The distribution of pairs with H longer than T, i.e., negative T–H length difference, as defined in (4.1).

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Entailment</th>
<th>YES</th>
<th>NO</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td>YES</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>QA</td>
<td>YES</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SUM</td>
<td>YES</td>
<td>0</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>4</td>
<td>14</td>
<td>18</td>
</tr>
</tbody>
</table>

4.1.2 Overlap

The word overlap measure takes into account exclusively content words—namely nouns, non-auxiliary verbs, adjectives and adverbs—and only the base form of those, according to the part-of-speech tagging and lemmatiza-
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...tion of the TreeTagger tool (Schmid, 1994). It indicates the relative number of words in $H$ that also appear in $T$:

\[
\text{Overlap} = \frac{\# \text{ common lemmas of } T-H}{\# \text{ lemmas of } H}
\] (4.2)

The statistical distribution of word overlap across the different application settings is presented in Table 4.3, while Figure 4.3 shows a chart for the positive and negative entailment cases.

We observe that overlap is as high as 71.24% on average for the complete dataset, whereas it varies to different degrees across tasks, and across entailment values within tasks. In particular, entailment value appears to have a highly significant effect on overlap for IR and SUM, but not for IE or QA.

Table 4.3: The distribution of average word overlap across the four application settings, according to the definition (4.2).

<table>
<thead>
<tr>
<th>Task ID</th>
<th>YES</th>
<th>NO</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td>77.74</td>
<td>78.02</td>
<td>77.88</td>
</tr>
<tr>
<td>IR</td>
<td>67.94</td>
<td>52.15</td>
<td>60.04</td>
</tr>
<tr>
<td>QA</td>
<td>96.94</td>
<td>82.02</td>
<td>87.87</td>
</tr>
<tr>
<td>SUM</td>
<td>72.02</td>
<td>45.29</td>
<td>59.15</td>
</tr>
<tr>
<td>All</td>
<td>77.34</td>
<td>65.14</td>
<td>71.24</td>
</tr>
</tbody>
</table>

Figure 4.3: The chart of average word overlap in the eight subcorpora of RTE-2.
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4.1.3 Overlap–Entailment Correlation

The figures presented in Subsection 4.1.2 motivate a more thorough examination of the correlation between word overlap and entailment value in the datasets. A question arises naturally: To what extent can word overlap serve as a direct indicator of the pairs’ entailment value? How well do the datasets fit to a pattern that associates low overlap with non-entailment and high overlap with positive entailment? In other words, how much success do the datasets allow for naive systems that base their judgment only on overlap criteria?

To address this question we define an overlap–entailment correlation measure as follows:

\[
\text{Correlation} = \begin{cases} 
\frac{\text{Overlap}}{100} & \text{if Entailment = YES} \\
\frac{100 - \text{Overlap}}{100} & \text{if Entailment = NO}
\end{cases}
\] (4.3)

Thus correlation ranges over the closed interval 0 to 1 and is analogous to overlap in case entailment holds; in case of negative entailment it takes lower values when overlap is high, and higher values for lower overlap. In this sense it provides a measure of how successfully the entailment value of a pair can be determined merely on the basis of word overlap.

Table 4.4 presents the distribution of average correlation across the RTE-2 datasets, and Figures 4.4 and 4.5 display this distribution for the different subcorpora. We observe that the values range from 0.50 to 0.64, with an overall average of 0.56. This fact indicates a certain general “favorableness” towards overlap, with the only exception of IE, which demonstrates impartiality. SUM appears to be the most “promising” task for overlap-based methods.

We come back to these results in Subsection 5.1.2 of Chapter 5, where they are interestingly parallelized to systems’ performance and further discussed.

4.2 Deep Measures

The evaluation of the datasets with respect to the shallow measures of Section 4.1 sets the stage for a deeper-perspective evaluation, based on semantic-linguistic aspects of entailment. The ARTE annotation scheme presented in Chapter 3 is put to good use for this purpose.
4.2. Deep Measures

Table 4.4: The distribution of average overlap–entailment correlation across the four application settings, according to the definition (4.3).

<table>
<thead>
<tr>
<th>Task ID</th>
<th>YES</th>
<th>NO</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td>0.78</td>
<td>0.22</td>
<td>0.59</td>
</tr>
<tr>
<td>QA</td>
<td>0.91</td>
<td>0.15</td>
<td>0.58</td>
</tr>
<tr>
<td>IR</td>
<td>0.68</td>
<td>0.48</td>
<td>0.55</td>
</tr>
<tr>
<td>SUM</td>
<td>0.73</td>
<td>0.55</td>
<td>0.64</td>
</tr>
<tr>
<td>All</td>
<td>0.78</td>
<td>0.35</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Figure 4.4: The chart of average overlap–entailment correlation in the four application settings.

Figure 4.5: The chart of average overlap–entailment correlation in the different RTE-2 subcorpora.

The ARTE scheme was applied to the complete positive entailment test set of RTE-2 (400 pairs; i.e. 100 pairs of each task), as well as to a random 25% portion of the negative entailment test set, equally distributed among the four tasks (100 pairs; i.e. 25 pairs of each task). An overall 62.50% of the RTE-2 test set was thus covered.

Two human annotators worked independently on the annotation, frequently meeting for adjudication of disagreements. Any remaining points of conflict were cleared by a third annotator. As the annotation guidelines were under development throughout the process, inter-annotator agreement figures were not computed.

Admittedly, this was a decision that deprived the annotation from the benefits of a direct quality assessment measure. We are nonetheless confident that this weakness is outweighed by the advantage of the carefully developed
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and comprehensive set of annotation guidelines produced in this way.

The guidelines are presented in Appendix A, while the annotation itself
is planned to be made publicly available in the near future. In this section
we lay out the statistical analysis results of the annotation separately for
the positive and negative entailment case.

4.2.1 The Positive Entailment Dataset

ARTE provides us with a total of 23 different features for positive entailment
annotation. One of them, Identity, is of a special nature, since it stands
rather for lack of other features than as a feature in its own right. Addition-
ally, the feature Counterfactive counts zero occurrences in the annotated
dataset. Therefore the features Identity and Counterfactive are sometimes
disregarded in the following analysis.

The annotated features offer several ways to make useful classifications
of the data.

Individual Entailment Features Distribution

The most straightforward observations come from the simple frequency
counts of the occurrences of each individual entailment feature in the data-
sets. For this purpose we ignore multiple occurrences of a feature in a
certain pair. Thus the frequencies presented indicate the number of T–H
pairs that have been labeled with the feature in question for at least one of
the constructed alignments from H to T of the given pair.

Table 4.5 shows the distribution of all twenty-three features\(^1\) in the dif-
ferent subtasks, as well as in the complete positive entailment set. The
features are listed in decreasing order of frequency in the complete anno-
tated dataset. Figure 4.6 presents the corresponding chart.

We observe that the most frequent feature by far is Identity, which is
hardly surprising, given the special nature of the feature. Overlooking Iden-
tity, we observe a long-tail statistical distribution in the data: A small high-
frequency population is followed by a low-frequency population which grad-
ually tails off, making up the majority of the graph.

The most frequent entailment feature is Reasoning, appearing altogether
in 263 (65.75\%) of the 400 annotated pairs. This indicates that a significant
portion of the data involves deeper inferences; nonetheless the portion of
the data which does not (137 out of 400 pairs; i.e. 34.25\%) is considerable.

---

\(^1\)We use the following abbreviations:
Arg.Variation Argument Variation
Reduced.Rel Reduced Relative
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Table 4.5: The distribution of individual entailment features in the positive entailment subsets of the RTE-2 test set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>IE</th>
<th>IR</th>
<th>QA</th>
<th>SUM</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>91</td>
<td>81</td>
<td>95</td>
<td>98</td>
<td>365</td>
</tr>
<tr>
<td>Reasoning</td>
<td>64</td>
<td>78</td>
<td>40</td>
<td>61</td>
<td>263</td>
</tr>
<tr>
<td>Nominal</td>
<td>28</td>
<td>30</td>
<td>27</td>
<td>35</td>
<td>120</td>
</tr>
<tr>
<td>Coreference</td>
<td>30</td>
<td>17</td>
<td>24</td>
<td>27</td>
<td>108</td>
</tr>
<tr>
<td>Genitive</td>
<td>35</td>
<td>19</td>
<td>14</td>
<td>16</td>
<td>84</td>
</tr>
<tr>
<td>Pronominal</td>
<td>19</td>
<td>13</td>
<td>14</td>
<td>21</td>
<td>67</td>
</tr>
<tr>
<td>Apposition</td>
<td>32</td>
<td>0</td>
<td>17</td>
<td>8</td>
<td>57</td>
</tr>
<tr>
<td>Synonymy</td>
<td>5</td>
<td>14</td>
<td>6</td>
<td>30</td>
<td>55</td>
</tr>
<tr>
<td>Modifier</td>
<td>16</td>
<td>12</td>
<td>8</td>
<td>17</td>
<td>53</td>
</tr>
<tr>
<td>Arg Variation</td>
<td>13</td>
<td>24</td>
<td>3</td>
<td>6</td>
<td>46</td>
</tr>
<tr>
<td>Nominalization</td>
<td>10</td>
<td>13</td>
<td>7</td>
<td>14</td>
<td>44</td>
</tr>
<tr>
<td>Quantities</td>
<td>2</td>
<td>18</td>
<td>7</td>
<td>14</td>
<td>41</td>
</tr>
<tr>
<td>Reduced_Rel</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>31</td>
</tr>
<tr>
<td>Passivization</td>
<td>8</td>
<td>15</td>
<td>2</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>Hyponymy</td>
<td>8</td>
<td>10</td>
<td>2</td>
<td>9</td>
<td>29</td>
</tr>
<tr>
<td>Neutral</td>
<td>9</td>
<td>3</td>
<td>1</td>
<td>14</td>
<td>27</td>
</tr>
<tr>
<td>Implicative</td>
<td>2</td>
<td>8</td>
<td>3</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Denonymen</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Factive</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Acronym</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Negation</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Counterfactive</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4.6: The chart of individual entailment features distribution in the complete positive entailment subset of the RTE-2 test dataset.
Finally there is a large number of features, including Negation, Acronym, Factive etc., that appear only marginally in the dataset.

The distribution of individual entailment feature occurrences differs across application settings. Figures 4.7, 4.8, 4.9 and 4.10 present the distributions separately for each one of the tasks IE, IR, QA and SUM, respectively.

It is obvious that certain entailment types are more common for some tasks than other. For instance, whereas 81% of the pairs in SUM involve Reasoning, only 40% of the QA pairs do so. Coreference also appears in IR half the times it does in QA (17% and 34%, respectively), while Genitive appears in 35% of the IE pairs but only in 14% of the QA pairs.

Further striking differences involve the features of Apposition and Synonymy. The former is the third most frequent feature of IE, occurring in 32% of the pairs, while at the same time it counts no occurrence in IR. The latter, Synonymy, demonstrates relatively low frequency in most of the tasks (5%, 14% and 6% for IE, IR and QA, respectively) but reaches a 30% frequency in SUM, constituting it the third most common entailment type of the task. Similar observations can be made for several other features.

### Combinations of Entailment Features

Another parameter for the classification of the pairs is the number of different features they have been annotated for. As each alignment may carry one or more labels corresponding to different features, each pair, which is normally associated with several alignments, has a unique number of different annotated features.

Table 4.6 presents the distribution of the number of different features of the pairs individually in each of the four subtasks, as well as collectively in all. The non-informative feature Identity has been ignored for this purpose.

Clearly, the vast majority of the pairs is rather poor in entailment features. The most frequent type of pairs is the one with only 2 different features annotated, comprising 28% of the overall dataset. More than half (52%) of the total number of pairs have maximally 2 different features annotated and 75.2% have maximally 3 different features annotated. The pairs with richer annotation of 4 to 9 different features cover only the remaining 24.8% of the data.

Figure 4.11 shows the charts separately for each task. It is evident that, while the general trend towards poor annotation described in the previous paragraph remains present in all tasks, there are nevertheless certain differences among them. QA appears to be the task with the poorest annotation,
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Figure 4.7: The chart of individual entailment features distribution in the positive entailment subset of the RTE-2 test dataset that corresponds to the IE task.

Figure 4.8: The chart of individual entailment features distribution in the positive entailment subset of the RTE-2 test dataset that corresponds to the IR task.
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Figure 4.9: The chart of individual entailment features distribution in the positive entailment subset of the RTE-2 test dataset that corresponds to the QA task.

Figure 4.10: The chart of individual entailment features distribution in the positive entailment subset of the RTE-2 test dataset that corresponds to the SUM task.
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Table 4.6: The distribution of the number of different annotated features that correspond to the pairs of the positive entailment test set of RTE-2.

<table>
<thead>
<tr>
<th>Number of Features</th>
<th>IE</th>
<th>IR</th>
<th>QA</th>
<th>SUM</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21</td>
<td>28</td>
<td>28</td>
<td>18</td>
<td>90</td>
</tr>
<tr>
<td>2</td>
<td>22</td>
<td>31</td>
<td>33</td>
<td>19</td>
<td>105</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>22</td>
<td>18</td>
<td>27</td>
<td>87</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>12</td>
<td>5</td>
<td>16</td>
<td>47</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>7</td>
<td>2</td>
<td>11</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 4.11: The charts of the distribution of the numbers of different entailment features annotated in the pairs of each of the four tasks.
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having only approx 12% of its pairs annotated for more than 3 features. On the contrary, SUM exhibits a significantly higher richness of annotation, with one third of its pairs annotated for 4 to 9 different features.

However, factors such as the word length of the pairs must of course be taken into account for the interpretation of these results.

Data Clustering

To find out whether we can identify interesting patterns of similarity in the data, we conducted a clustering analysis experiment. For this purpose we used the Expectation-Maximization (EM) algorithm of the Weka clustering package (Witten and Frank, 2005). The result produced six clusters, as summarized in Table 4.7.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of Instances</th>
<th>Prior Probability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>97</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>250</td>
<td>63</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4.7: The clusterer output. The number of clusters selected by cross validation is 6; the log likelihood score is -5.98983.

A single cluster, Cluster 4, seems to be covering the majority of the pairs. From the clusterer output it is found that the features mostly active in this cluster are Identity and Reasoning. Interesting is also to note that Cluster 0, with only one instance, consists of the pair 94 of the RTE-2 test set, which has the special property of having been annotated with 9 different features. As revealed in Table 4.6, this pair uniquely occupies the position of the most richly annotated pair in the dataset.

Nonetheless the results appear hard to interpret in useful ways, which is, after all, a typical problem related to clustering. Therefore we carry on the analysis of the data from other perspectives.

Entailment Types and Their Distribution

Apart from investigating the distributions of individual entailment features, we can also look into particular combinations of the feature occurrences in the datasets, which induce distinct types of entailment. One meaningful way of forming such types, compatible with the traditional distinctions among
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levels of entailment (e.g. Vanderwende et al. (2005); Bar-Haim et al. (2005); Clark et al. (2007)), is presented in Table 4.8.

The entailment type **Identity** represents the pairs with all alignments labeled exclusively with the **Identity** feature, and no other kind of annotation. **Identity** is thus the simplest type of entailment. Note that, in general, Identity alignments are taken into account in this classification only in case they correspond to the sole kind of annotation of the pair, constituting the **Identity** entailment type. In any other case, where additional annotation is available, **Identity** alignments are ignored.

The entailment type **Lexicon** (Lex) represents the pairs with exclusively Alignment level annotation indicating **Morphological** (Acronym, Demonym, Nominalization, Other) and/or **Ontological** (Hypernymy, Synonymy) relations. **Syntax** (Syn) in turn stands for the pairs that implicate exclusively Arg_Variation alignments (including the special case of Passivization), while **H** may contain **Supplemental** expressions (Apposition, Reduced_Rel).

The entailment type **Discourse** (Dis), on the other hand, contains classical discourse features related to anaphora, as well as factivity features, whose resolution, involving presuppositions and implicatures, typically also refers back to properties of the discourse. It thus encompasses the pairs with annotation involving exclusively **Coreference** alignments, possibly accompanied by Anaphoric (Nominal, Pronominal) links at the Coreference level, while **H** may contain additional Context level annotation: **Factivity** (Counterfactive, Factive, Implicative, Neutral) or **Negation**.

Finally, the entailment type **Reasoning** (Reas) is representative of the pairs with exclusively Alignment level annotation involving one or more of the deeper inference features Genitive, Modifier, Quantities and Reasoning.

Table 4.9 shows the distribution of the different entailment types defined in this way in the datasets, listed in decreasing order of frequency for the

<table>
<thead>
<tr>
<th>Identity</th>
<th>Lexicon</th>
<th>Syntax</th>
<th>Discourse</th>
<th>Reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>Acronym</td>
<td>Apposition</td>
<td>Coreference</td>
<td>Genitive</td>
</tr>
<tr>
<td>Demonym</td>
<td>Arg_Variation</td>
<td>Passivization</td>
<td>Counterfactive</td>
<td>Modifier</td>
</tr>
<tr>
<td>Hypernymy</td>
<td>Nominalization</td>
<td>Reduced_Rel</td>
<td>Factive</td>
<td>Quantities</td>
</tr>
<tr>
<td>Other</td>
<td>Synonymy</td>
<td>Neutral</td>
<td>Implicative</td>
<td>Reasoning</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Factivity</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: The classification of the 23 features of the ARTE scheme into 5 entailment types.
Overall positive entailment test set. The entailment types here correspond to the pairs whose entailment value can be judged *exclusively* by inferences related to the given types.\(^2\) Moreover, Figure 4.12 displays the distribution for the overall set, while Figures 4.13, 4.14, 4.15 and 4.16 display separately the distributions for the individual subtasks.

It is remarkable that a considerable number of pairs (25 out of the 400 pairs; i.e. 6.25\%) involves solely the Identity entailment type. However a significant portion of the pairs deals with deeper Reasoning entailments: 24.75\% (99 out of 400 pairs) involve exclusively the Reasoning entailment type, while more than half of the pairs involve combinations of entailment types that include Reasoning.

Obviously, the distributions vary to a large extent across the different tasks. For instance, IE contains no pairs that can be determined solely with Lexicon, whereas SUM contains no pairs that can be determined solely with Syntax. QA is the task with the most Identity entailments (64\% of all Identity entailments), while IR is the one with the fewest (only 4\%). In parallel, QA contains the majority of entailments that can be determined solely by Syntax and Discourse (Syn + Dis), holding approx 61\% of the Syn + Dis pairs, while all the other tasks are almost equally poorer in this particular entailment combination.

Finally, Table 4.10 presents the distribution of entailment types inclusively, i.e., the frequencies of pairs that can be determined with use of the type in question, possibly combined with other types. Figure 4.17 shows the corresponding charts for the different tasks of RTE-2.

Reasoning appears to be the most frequent type of entailment here by far, both in the overall dataset and in the subsets belonging to the individual tasks. However only 51\% of the pairs in QA involve Reasoning, while in any other task, Reasoning entailments occupy at least an 83\% portion.

As a further observation, the proportion of Lexicon to Syntax entailments approximates 1:2 for the IE and QA, but 2:1 for the SUM task, which is also the one with the lowest proportion of Syntax entailments. Discourse entailments appear to be in a roughly equal distribution across the tasks.

\(^2\)For example, Lex + Syn involves the pairs that are annotated with features belonging to one or both of the types Lex and Syn, and no additional features. The type Dis + Lex + Reas + Syn is not listed, since it uninterestingly encompasses all the pairs that have any annotation other than that of Identity.
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Table 4.9: The distribution of the different entailment types, as defined in Table 4.8. The frequencies correspond to the number of pairs that can be determined exclusively with use of the entailment types in question.

<table>
<thead>
<tr>
<th></th>
<th>IE</th>
<th>IR</th>
<th>QA</th>
<th>SUM</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lex</td>
<td>0</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>Syn</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>Dis</td>
<td>2</td>
<td>3</td>
<td>9</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>Identity</td>
<td>4</td>
<td>1</td>
<td>16</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>Lex + Syn</td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>3</td>
<td>32</td>
</tr>
<tr>
<td>Syn + Dis</td>
<td>4</td>
<td>6</td>
<td>22</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>Lex + Dis</td>
<td>6</td>
<td>9</td>
<td>14</td>
<td>8</td>
<td>37</td>
</tr>
<tr>
<td>Lex + Syn + Dis</td>
<td>13</td>
<td>14</td>
<td>33</td>
<td>10</td>
<td>70</td>
</tr>
<tr>
<td>Reas</td>
<td>27</td>
<td>28</td>
<td>24</td>
<td>20</td>
<td>99</td>
</tr>
<tr>
<td>Syn + Reas</td>
<td>46</td>
<td>42</td>
<td>35</td>
<td>37</td>
<td>147</td>
</tr>
<tr>
<td>Lex + Reas</td>
<td>28</td>
<td>47</td>
<td>32</td>
<td>42</td>
<td>140</td>
</tr>
<tr>
<td>Dis + Reas</td>
<td>41</td>
<td>48</td>
<td>44</td>
<td>37</td>
<td>170</td>
</tr>
<tr>
<td>Lex + Syn + Reas</td>
<td>89</td>
<td>68</td>
<td>44</td>
<td>52</td>
<td>233</td>
</tr>
<tr>
<td>Syn + Dis + Reas</td>
<td>70</td>
<td>58</td>
<td>61</td>
<td>43</td>
<td>232</td>
</tr>
<tr>
<td>Lex + Dis + Reas</td>
<td>49</td>
<td>70</td>
<td>56</td>
<td>74</td>
<td>249</td>
</tr>
</tbody>
</table>

Figure 4.12: The chart of the distribution of different entailment types in the complete positive entailment subset of the RTE-2 test dataset, drawn from Table 4.9.
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Figure 4.13: The chart of the distribution of different entailment types in the IE task, drawn from Table 4.9.

Figure 4.14: The chart of the distribution of different entailment types in the IR task, drawn from Table 4.9.
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Figure 4.15: The chart of the distribution of different entailment types in the QA task, drawn from Table 4.9.

Figure 4.16: The chart of the distribution of different entailment types in the SUM task, drawn from Table 4.9.
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Table 4.10: The distribution of the different entailment types, inclusively:
In contrast to Table 4.9, the frequencies here correspond to the number of pairs that can be determined with use of the entailment type in question, possibly in combination with other types.

<table>
<thead>
<tr>
<th>Entailment Type</th>
<th>IE</th>
<th>IR</th>
<th>QA</th>
<th>SUM</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexicon</td>
<td>23</td>
<td>34</td>
<td>16</td>
<td>48</td>
<td>121</td>
</tr>
<tr>
<td>Syntax</td>
<td>47</td>
<td>29</td>
<td>28</td>
<td>22</td>
<td>126</td>
</tr>
<tr>
<td>Discourse</td>
<td>43</td>
<td>41</td>
<td>44</td>
<td>51</td>
<td>170</td>
</tr>
<tr>
<td>Reasoning</td>
<td>83</td>
<td>85</td>
<td>51</td>
<td>86</td>
<td>305</td>
</tr>
</tbody>
</table>

Figure 4.17: The charts of the distributions of Table 4.10 separately for each task.

4.2.2 The Negative Entailment Dataset

As presented in Section 3.2, our experimental negative entailment scheme comprises only four features: Context, Additional, Contradiction and Inadequacy. Their distribution in the 100 pairs of the test set we annotated is shown in Table 4.11 in decreasing order of frequency in the sample.

Clearly, Inadequacy and Contradiction are the most common types of non-entailment, while Context is the most scarce. A remarkable result is that the proportion of contradictions found in the annotated negative entailment dataset (30%) is in total agreement with the one reported by Manning et al. (2007), regarding contradictions in RTE challenges prior to the third.

Figure 4.18 presents the results for each task individually, indicating differences among the tasks also in the case of negative entailment. For in-
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stance, IR appears to be considerably richer than IE in non-entailments due to the presence of additional information in H (36% vs. 8%, respectively). Given the sparsity of the data in the sample, nonetheless, conclusions must in this case be drawn with particular cautiousness.

Table 4.11: The distribution of non-entailment types in a random sample of 100 negative entailment pairs of the RTE-2 test set, equally distributed among the four tasks.

<table>
<thead>
<tr>
<th>Type</th>
<th>IE</th>
<th>IR</th>
<th>QA</th>
<th>SUM</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>Additional</td>
<td>2</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td>Contradiction</td>
<td>8</td>
<td>6</td>
<td>10</td>
<td>6</td>
<td>30</td>
</tr>
<tr>
<td>Inadequacy</td>
<td>11</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>32</td>
</tr>
</tbody>
</table>

Figure 4.18: The charts of the distributions of Table 4.11 separately for each task.

4.2.3 Discussion

The annotation of the RTE-2 dataset applying the ARTE scheme has enabled new ways of evaluating textual entailment corpora, which could not be available otherwise. However, the reliability and significance of the results stemming from this evaluation are definitely subject to the annotation process itself, and, most importantly, to the annotation scheme and guidelines.

One specific problem arising from the annotation scheme applied is that, for practical reasons, the twenty-three features employed are not equally
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fine-grained. In particular, the feature Reasoning uniformly embraces a wide range of dissimilar forms of textual entailment inferences (see end of Subsection 3.1.1), whereas most of the other features are rather more specific and of limited scope.

As an outcome, the frequency of Reasoning in the data reaches such rates that its comparability to the rest of the features is arguably put to question. This characteristic naturally extends to the entailment type of Reasoning, which builds on the homonymous feature, and all its combinations.

The interpretation of the statistical results of the present study must therefore take this fact into account. On the other hand, given the novel and fairly experimental status of the effort, as well as its apparent limitations, we believe that the analysis conducted has made a contribution of several interesting remarks in the research field of textual entailment recognition.

Finally, to offer another point of view to the discussion about the usability of the annotation, we would like to call attention to a few indicative pairs whose entailment judgments have been considered as rather problematical by the annotators.

In the pairs of Figure 4.19, which are both associated with positive entailment values according to the gold standard, the entailment relation does not seem obvious. On the one hand, there is a clear hypernymy relation\(^3\) among the aligned expressions (a car is a kind of motor vehicle; a ship is a kind of vessel).


Figure 4.19: Examples of disputed entailment involving the direction of hypernymy relations.
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On the other hand, the direction of the hypernymy relation in these cases does not justify an entailment relation, since in both examples the general concept appears in H and the more specific in T. A positive entailment would require the opposite order.

Figure 4.20, lastly, presents an example of non-entailment, as indicated in the gold standard, which nonetheless the annotators have had difficulty in justifying.

Figure 4.20: This pair, which has officially been assigned a negative entailment value, raises questions regarding the appropriateness of the gold standard.

Such controversial pairs were not met too frequently in the annotated datasets. However, it should be pointed out that the problem of producing an annotation of high quality and standards, which can be beneficial to the evaluation of the data, is strongly intertwined with the problem of creating a reliable gold standard annotation of entailment, able to function as a basis for further work.

4.3 Summary

The analysis of the datasets with respect to shallow and deep measures conducted in the previous sections has set the conditions for a wide range of direct observations regarding the less than perfectly clear nature of RTE.

The results indicate that a large number of semantically and linguistically challenging entailment types is generally only marginally present in the data, while very few types occur with high frequency (see Figure 4.6). Moreover, as the overlap–entailment correlation analysis of Subsection 4.1.3 suggests, the datasets are compiled in a way rather favorable to shallow bag-of-words approaches.

From another standpoint, the four individual tasks that partition the set have been shown to be substantially different in several aspects, since, among other differences, entailment types are distributed unequally among them.
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Such differences, as well as differences among positive and negative entailment pairs, are expected to significantly improve systems’ performance, if taken into account.
Chapter 5

Analysis of the RTE-2 Systems’ Performance

The previous chapter attempted an evaluation of the RTE-2 dataset per se, i.e. by means of investigating its shallow and deep linguistic properties, and irrespective of real systems’ performance on it.

This investigation makes room for posing several further intriguing questions: How do different types of textual entailment systems perform on different subsets of the dataset? What can be discovered about the correlations between systems’ performance and characteristics of the datasets, on the one hand, and systems’ performance and internal properties of their architecture, on the other?

The present chapter addresses these issues. The RTE-2 dataset is studied here in the light of systems’ performance on it both collectively, and by discriminating against different textual entailment types, as well as different system types of RTE.

5.1 Collective Systems’ Performance

As reported in (Bar-Haim et al., 2006), 23 teams participated in the Second RTE Challenge, each being allowed to submit results of up to 2 systems. Since many of the participants chose to make use of this option, and provided results of 2 runs, the total number of different systems competing was as high as 41.

As mentioned earlier, these results have been evaluated with two criteria: accuracy and, optionally, average precision, as a measure for the ranking of pairs according to their entailment confidence (when applicable). Table 5.1 summarizes the submission results for the evaluation criterion of accuracy,
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<table>
<thead>
<tr>
<th>#</th>
<th>First Author (Group)</th>
<th>Run</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Adams (Dallas)</td>
<td>run1</td>
<td>0.6262</td>
</tr>
<tr>
<td>2</td>
<td>Bos (Rome &amp; Leeds)</td>
<td>run1</td>
<td>0.6162</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.6062</td>
</tr>
<tr>
<td>3</td>
<td>Burchardt (Saarland)</td>
<td>run1</td>
<td>0.5900</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5775</td>
</tr>
<tr>
<td>4</td>
<td>Clarke (Sussex)</td>
<td>run1</td>
<td>0.5275</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5475</td>
</tr>
<tr>
<td>5</td>
<td>de Mameffe (Stanford)</td>
<td>run1</td>
<td>0.5763</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.6050</td>
</tr>
<tr>
<td>6</td>
<td>Delmonte (Venice)</td>
<td>run1*</td>
<td>0.5563</td>
</tr>
<tr>
<td>7</td>
<td>Ferrández (Alicante)</td>
<td>run1</td>
<td>0.5563</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5475</td>
</tr>
<tr>
<td>8</td>
<td>Herrera (UNED)</td>
<td>run1</td>
<td>0.5975</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5887</td>
</tr>
<tr>
<td>9</td>
<td>Hickey (LCC)</td>
<td>run1</td>
<td>0.7538</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5800</td>
</tr>
<tr>
<td>10</td>
<td>Inkpen (Ottawa)</td>
<td>run1</td>
<td>0.5825</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5825</td>
</tr>
<tr>
<td>11</td>
<td>Katrenko (Amsterdam)</td>
<td>run1</td>
<td>0.5900</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5713</td>
</tr>
<tr>
<td>12</td>
<td>Kouylekov (ITC-irst &amp; Trento)</td>
<td>run1</td>
<td>0.5725</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.6050</td>
</tr>
<tr>
<td>13</td>
<td>Kazareva (Alicante)</td>
<td>run1</td>
<td>0.5487</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5500</td>
</tr>
<tr>
<td>14</td>
<td>Litkowski (CL Research)</td>
<td>run1</td>
<td>0.5813</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5663</td>
</tr>
<tr>
<td>15</td>
<td>Marsi (Tilburg &amp; Twente)</td>
<td>run1</td>
<td>0.6050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5250</td>
</tr>
<tr>
<td>16</td>
<td>Newman (Dublin)</td>
<td>run1</td>
<td>0.5250</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5437</td>
</tr>
<tr>
<td>17</td>
<td>Nicholson (Melbourne)</td>
<td>run1</td>
<td>0.5288</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5088</td>
</tr>
<tr>
<td>18</td>
<td>Nielsen (Colorado)</td>
<td>run1*</td>
<td>0.6025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2*</td>
<td>0.6112</td>
</tr>
<tr>
<td>19</td>
<td>Rus (Memphis)</td>
<td>run1</td>
<td>0.5900</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5837</td>
</tr>
<tr>
<td>20</td>
<td>Schilder (Thomson &amp; Minnesota)</td>
<td>run1</td>
<td>0.5437</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5550</td>
</tr>
<tr>
<td>21</td>
<td>Tatu (LCC)</td>
<td>run1</td>
<td>0.7375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.6050</td>
</tr>
<tr>
<td>22</td>
<td>Vanderwende (Microsoft Research &amp; Stanford)</td>
<td>run1</td>
<td>0.6025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.5850</td>
</tr>
<tr>
<td>23</td>
<td>Zenzotto (Milan &amp; Rome)</td>
<td>run1</td>
<td>0.6386</td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>0.6250</td>
</tr>
</tbody>
</table>

Table 5.1: Systems accuracy results of RTE-2. Runs marked with * indicate resubmission after publication of the official results, allowed only in case of a bug fix.
5.1. Collective Systems’ Performance

which, representing the percentage of pairs correctly judged, constitutes the main evaluation measure.

Note that the performance figures presented in this and the following sections involve exclusively the test set, and not the development set of RTE-2, since this is the dataset on which system results are evaluated.

5.1.1 Collective Performance Across Tasks and Entailment Values

From the individual results\(^1\) of the forty-one systems of Table 5.1 on a pair of the RTE-2 test set we compute the average system performance on the given pair. This is defined as the ratio of correct system answers over the total number of system answers:

\[
\text{Performance} = \frac{\# \text{ Correct System Answers}}{\# \text{ System Answers}} \quad (5.1)
\]

The average system performance on the RTE-2 sets of pairs, listed in decreasing order of overall performance, is presented in Table 5.2. Figure 5.1 displays the distribution of average system performance on the different tasks of RTE-2.

In agreement to the participants’ reports, the figures show that the four application settings are not balanced with respect to systems’ performance.

<table>
<thead>
<tr>
<th>Task ID</th>
<th>YES</th>
<th>NO</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td>0.671</td>
<td>0.3478</td>
<td>0.5119</td>
</tr>
<tr>
<td>QA</td>
<td>0.7268</td>
<td>0.4083</td>
<td>0.5676</td>
</tr>
<tr>
<td>IR</td>
<td>0.5981</td>
<td>0.3944</td>
<td>0.5663</td>
</tr>
<tr>
<td>SUM</td>
<td>0.6743</td>
<td>0.4293</td>
<td>0.5675</td>
</tr>
<tr>
<td>All</td>
<td>0.6685</td>
<td>0.5028</td>
<td>0.5855</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>0.5105</th>
<th>0.5675</th>
<th>0.59625</th>
<th>0.6071</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td>QA</td>
<td>IR</td>
<td>SUM</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: The distribution of average system performance on the RTE-2 datasets, as defined by (5.1). The complete test set of 800 pairs is considered here.

Figure 5.1: The chart of average system performance on the four tasks of RTE-2.

---

\(^1\)Publicly available at http://www.pascal-network.org/Challenges/RTE2/Results.
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The most challenging task appears to be IE, with average performance only slightly higher than 0.50. QA and IR follow, and finally, SUM rightfully claims the title of the “easiest” task, with a performance of approx 0.67, significantly higher than that of any other task.

Figure 5.2, which displays the distribution of average system performance on the eight different subcorpora, allowing for a differentiation between the positive and negative entailment pairs, presents a particularly interesting picture. On the two tasks with the lowest performance, IE and QA, we observe a great difference between their positive and negative entailment subsets, while on the two “easier” ones, IR and SUM, this difference is much more moderate.

![Figure 5.2: The chart of average system performance on the eight different subcorpora of RTE-2.](image)

5.1.2 Overlap–Entailment Correlation and Performance

The picture of systems’ performance in the datasets described in the previous subsection naturally brings to memory the overlap–entailment correlation statistics of Subsection 4.1.3.

Indeed, comparing Figures 4.5 and 5.2, which display the distributions of overlap–entailment correlation and system performance on the datasets, respectively, we discover that the two graphs follow an identical pattern. Furthermore, the similarity extends to the case of the complete sets corresponding to the individual tasks, as presented by Figures 4.4 and 5.1.

\[\text{As a matter of fact, the sample analyzed in Subsection 4.1.3 is the complete RTE-2 dataset, including both development and test set. This is not the case here, where only the test set is analyzed. However, given that the split is arbitrary, we do not suppose that the general trends observed will differ.}\]
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Hence it seems that there is possibly an underlying connection between the two notions of overlap–entailment correlation and system performance.

More concretely, whereas some of the semantic-linguistic aspects of entailment we examined in Section 4.2, such as the combinations of entailment features annotated, are not able to justify the system performance results, the concept of overlap–entailment correlation appears to be a good candidate for predicting systems’ performance.

For instance, among the positive entailment subsets, the one corresponding to SUM was found to have received the richest annotation, with the highest number of different entailment features annotated (see Table 4.6), as well as the greatest portion of the demanding Reasoning type annotation (see Table 4.10). Considering this, one might expect SUM to be one of the hardest tasks for RTE-2. Nonetheless, as Table 5.2 indicates, it is rather the easiest.

Looking at Table 4.4, the reason for this may become clear: SUM is the task with the highest average overlap–entailment correlation, which remains relatively stable across entailment values. Since the majority of RTE-2 systems incorporate overlap-based techniques, it is natural that a dataset with high overlap–entailment correlation will also gain a good system performance result. Therefore, as foreseen in Subsection 4.1.3, the notion of overlap–entailment correlation seems to be particularly important in explaining and predicting the performance of real systems on the datasets.

This provides a good justification for the wide use of shallow bag-of-words approaches in RTE: They deal with the problem of textual entailment extraordinarily well with respect to the current evaluation setup. However, such mechanisms for judging textual entailment may not appeal to human intuitions. Even more importantly, they are prone to failure, as it is neither hard to generate cases of low overlap–entailment correlation, nor is there evidence of their scarcity in real-life scenarios.

On top of that, if the RTE Challenges are to promote textual entailment research, and create the conditions for “smarter” and more efficient textual entailment engines, then they need to pose substantial challenges to these engines. It is rather questionable whether textual entailment research can overcome its current limitations and truly advance, as long as the training and testing datasets guarantee high rates of success even to naive methods of low potential.
5.1.3 Collective Performance Across Entailment Types

In Subsection 5.1.1 we saw that system performance varies across the different task IDs and entailment values of the RTE-2 dataset. But how does the picture evolve if we consider different entailment types?

Linguistic intuitions may be the reason for suspecting that the systems do not handle all types of entailment with equal success. The entailment type of **Identity**, for instance, which imposes no great linguistic challenges to systems, is expected to reach higher rates of system performance than other, more complex types, such as **Reasoning**.

To find out to what extent such suspicions are verified by facts, and how precisely system performances relate to entailment types, we compute the system performance notion of Definition (5.1) for the datasets corresponding to different entailment types, as determined in Table 4.8 of Section 4.2.

The result is depicted in Table 5.3, in increasing order of system performance. The frequency of each entailment type, as presented in Table 4.9 of Section 4.2, is replicated here for convenience. Similarly to Table 4.9, the figures in this table correspond to the pairs of the positive entailment test set of RTE-2 whose entailment value can be determined exclusively with use of one or more of the given entailment types. Figure 5.3 presents the accompanying chart.

Clearly the initial predictions meet reality: The entailment type of **Identity** is indeed the “easiest” case for systems, claiming the highest performance achieved (approx 0.88). Other “easy” types of entailment include **Syntax** and all its combinations with **Lexicon** and **Discourse**, though with significantly lower performance values than **Identity**.

At the far left side of the graph, on the other hand, the entailment type of **Reasoning** and all its combinations with other types appear to inflict difficulties on systems and only achieve performances of approx 0.63 or slightly higher. The entailment types of **Lexicon**, **Discourse** and their combination occupy the middle area of the graph, corresponding to intermediate levels of system performance.

This picture is to a degree preserved, but not identical, when we examine the data from the non-exclusive perspective: Table 5.4 presents the distribution of system performance figures across entailment types inclusively, i.e. representing the pairs whose entailment value can be determined with use of the given entailment type, possibly in combination with other types of entailment. Again the frequencies of the types, as presented in the corresponding Table 4.10 of Section 4.2, are reproduced. Figure 5.4 shows the accompanying chart.
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Table 5.3: The distribution of system performance, according to the definition (5.1), across the different entailment types, as defined by Table 4.8. Entailment types are meant here in the exclusive sense. Their frequency distribution is copied from Table 4.9 for convenience.

<table>
<thead>
<tr>
<th>Entailment Types</th>
<th>Performance</th>
<th>Number of Pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lex + Reas</td>
<td>0.6301</td>
<td>149</td>
</tr>
<tr>
<td>Reas</td>
<td>0.6393</td>
<td>99</td>
</tr>
<tr>
<td>Lex + Dis + Reas</td>
<td>0.6437</td>
<td>249</td>
</tr>
<tr>
<td>Lex + Syn + Reas</td>
<td>0.6471</td>
<td>223</td>
</tr>
<tr>
<td>Lex + Syn + Dis + Reas</td>
<td>0.6515</td>
<td>375</td>
</tr>
<tr>
<td>Dis + Reas</td>
<td>0.6646</td>
<td>170</td>
</tr>
<tr>
<td>Syn + Reas</td>
<td>0.6683</td>
<td>147</td>
</tr>
<tr>
<td>Syn + Dis + Reas</td>
<td>0.6748</td>
<td>232</td>
</tr>
<tr>
<td>Lex</td>
<td>0.7186</td>
<td>13</td>
</tr>
<tr>
<td>Lex + Dis</td>
<td>0.7409</td>
<td>37</td>
</tr>
<tr>
<td>Dis</td>
<td>0.7532</td>
<td>17</td>
</tr>
<tr>
<td>Lex + Syn + Dis</td>
<td>0.7603</td>
<td>70</td>
</tr>
<tr>
<td>Lex + Syn</td>
<td>0.7652</td>
<td>32</td>
</tr>
<tr>
<td>Syn + Dis</td>
<td>0.7717</td>
<td>36</td>
</tr>
<tr>
<td>Syn</td>
<td>0.8066</td>
<td>14</td>
</tr>
<tr>
<td>Identity</td>
<td>0.8790</td>
<td>25</td>
</tr>
</tbody>
</table>

Figure 5.3: The chart of the distribution of system performance across the different entailment types, drawn from Table 5.3.
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Table 5.4: The distribution of system performance across different entailment types of the RTE-2 positive entailment test set. In contrast to Table 5.3, the entailment types here are meant inclusively. The frequency distribution of the entailment types is reduplicated from Table 4.10 for convenience.

![Table 5.4](image)

Figure 5.4: The chart of the distribution of system performance across different entailment types, as in Table 5.4.

Evidently the pairs that achieve the best performance are the ones that include entailments of the type of **Syntax**. **Discourse** pairs follow in the rank, followed in turn by **Reasoning** and then by **Lexicon** entailment pairs. This suggests that entailments that involve **Lexicon**, possibly together with other types, may be even harder for systems than entailments that involve **Reasoning**. The combination of the two, **Lex + Reas**, is after all, the “hardest” type of entailment.

Finally, let us remark that the performance figures for all entailment types without exception are significantly higher than the 0.50 baseline, and even slightly higher than the approx 0.59 average overall system performance, reported in Table 5.2 of Subsection 5.1.1. Indeed, the lowest performance rate from the exclusive perspective—the one achieved for **Lex + Reas**—is as impressive as approx 0.63, while the lowest one from the inclusive perspective (approx 0.60 for **Lexicon**), though lower, is still higher than the overall average.

This is explained by the fact that the average system performance on the positive entailment subset of RTE-2 is significantly higher than the one cor-
5.2 System Types and Their Performance

The fact that in RTE-2 different entailment types achieve different performance rates raises questions about the existence of types of systems that perform optimally for a certain entailment type, and perhaps sub-optimally for other types of entailment. Among the individual systems participating in the challenge—many of them independently built, taking dissimilar approaches to textual entailment recognition, implementing different techniques and utilizing different modules—, which groups of systems perform best for each different type of input?

An investigation in this direction could teach us much about ways to construct better entailment engines, optimally configured according to the nature of the data they are meant for. In the present section we take some first steps by analyzing the performance of four distinct system types of RTE-2 on the positive entailment subcorpora.

Bar-Haim et al. (2006) provide a useful overview of the forty-one systems participating in RTE-2 by classifying them into nine broad categories, according to their components. Based on this system description, we define four basic system types—Lexical DB, Overlap, Alignment and Inference systems—, as in Table 5.5.

Into the type of lexical relation database (Lexical DB) systems fall the ones that make use of lexical overlapping methods, based on lexicons such as WordNet (Fellbaum, 1998).

The type Overlap comprises the systems that function either merely by lexical overlap, or by using statistical techniques such as n-gram matching

<table>
<thead>
<tr>
<th>Lexical DB</th>
<th>Overlap</th>
<th>Alignment</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical Relation DB</td>
<td>Lexical Overlap</td>
<td>Syntactic Matching / Alignment</td>
<td>Logical Inference</td>
</tr>
<tr>
<td>n-gram / Subsequence Overlap</td>
<td>Semantic Role Labelling / FrameNet / PropBank</td>
<td>Paraphrase Templates / Background Knowledge</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: The definition of system types according to their components, as derived from the system description in (Bar-Haim et al., 2006).
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and subsequence overlapping. Note that the category of mere lexical overlap comprises only two systems, the ones for which no component is indicated in Table 2 of (Bar-Haim et al., 2006): run2 of Katrenko (Amsterdam) and run1 of Litkowski (CL Research).

The systems that use some kind of syntactic matching or alignment, e.g. relation matching and tree edit distance algorithms, or semantic role labeling method, e.g. semantic annotation induced from the FrameNet lexical resource (Baker et al., 1998), belong to the Alignment type. Finally, systems exploring logical inference (e.g. logic provers) or paraphrase templates and background knowledge approaches, including inference rules, constitute the Inference system type.

Table 5.6 presents the classification of the forty-one RTE-2 systems in the system types defined this way. Obviously the system types are not mutually exclusive; depending on its components description, a system can be classified into more than a single system type. Apart from that, the groups of systems formed by the defined types are not equally large: The vast majority of the systems fall into the Lexical DB or Alignment group—and often both—, but much fewer systems comprise the Overlap and Inference groups.

Definition (5.1) of the notion of performance on each pair can now be applied to the groups of systems formed according to their system type, as in Table 5.6. We analyze in this way the dataset corresponding to the positive entailment pairs of the RTE-2 test set, consisting of 400 pairs. Examined are both aspects of task IDs and types of entailment.

5.2.1 Performance Across Tasks

Table 5.7 presents the distribution of average system performance of each system type across the four tasks IE, IR, QA and SUM of RTE-2, while the distribution for the overall dataset is displayed in Figure 5.5.

Clearly the four system types perform differently on the datasets. Inference is the system type with the poorest performance (approx 0.63), outperformed even by Overlap (approx 0.65). Lexical DB and Alignment systems appear to achieve the best results in the datasets, with almost equal average performances of approx 0.68.

Figure 5.6 shows the charts of the individual distributions of performance of each system type across the four application settings. Again differences among the system types are evident. Although IR is the task on which all system types uniformly demonstrate their lowest performance, Lexical DB outperforms all other types on this task, achieving a performance signifi-
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Table 5.6: The classification of the forty-one systems participating in RTE-2 into four major system types, based on their components description derived by (Bar-Haim et al., 2006).

<table>
<thead>
<tr>
<th>#</th>
<th>First Author (Group)</th>
<th>Run</th>
<th>Lexical DB</th>
<th>Overlap</th>
<th>Alignment</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Adams (Oaks)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Bos (Rome &amp; Leeds)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Burchardt (Saarland)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Clarke (Sussex)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>de Mameffe (Stanford)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Delmonte (Venice)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Ferrández (Alicante)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Herrera (UNED)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>HKM (LCC)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Inkpen (Ottawa)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Katsnelson (Amsterdam)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Kosylekov (ITC-inr &amp; Trento)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Kozarava (Alicante)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Lifkowski (CL Research)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Mars (Tübingen &amp; Twente)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Newman (Dublin)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Nicholson (Melbourne)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Nielsen (Colorado)</td>
<td>run1</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Rus (Memphis)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Schilder (Thomson &amp; Minnesota)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Tahi (LCC)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Vanderwende (Microsoft Research &amp; Stanford)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Zanotto (Milan &amp; Rome)</td>
<td>run1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>run2</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.6: The classification of the forty-one systems participating in RTE-2 into four major system types, based on their components description derived by (Bar-Haim et al., 2006).

...cantly higher than Inference and Overlap.

On the other hand, the variance in performance is more moderate on the QA task, where all system types reach their highest performance. The best rate in this case is achieved by Alignment systems, though. It is remarkable that IR and QA are the only tasks where Inference achieves better results than Overlap (but not any other system type), which performs more poorly than any other system type on these two tasks.

All types but Inference seem to perform approximately in the same way on IE. Finally, Lexical DB and Alignment share the title of the best system types for SUM, with impressive performance rates of approx 0.7, as opposed to the 0.64 rate of Overlap, the second best system type of the task.
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Table 5.7: The distribution of average system performance of each of the four system types across the different tasks of RTE-2. The dataset covered is the positive entailment test set.

<table>
<thead>
<tr>
<th></th>
<th>Inference</th>
<th>Overlap</th>
<th>Lexical DB</th>
<th>Alignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td>0.6140</td>
<td>0.6762</td>
<td>0.6756</td>
<td>0.6807</td>
</tr>
<tr>
<td>IR</td>
<td>0.5720</td>
<td>0.5592</td>
<td>0.6116</td>
<td>0.5982</td>
</tr>
<tr>
<td>QA</td>
<td>0.7320</td>
<td>0.7177</td>
<td>0.7291</td>
<td>0.7425</td>
</tr>
<tr>
<td>SUM</td>
<td>0.5880</td>
<td>0.6400</td>
<td>0.7034</td>
<td>0.7054</td>
</tr>
<tr>
<td>All</td>
<td>0.6265</td>
<td>0.6483</td>
<td>0.6799</td>
<td>0.6817</td>
</tr>
</tbody>
</table>

Figure 5.5: The chart of the distribution of average system performance of each system type in the overall positive entailment test set of RTE-2.

Figure 5.6: The charts of the distributions of average system performance of each system type individually across the tasks of RTE-2.
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5.2.2 Performance Across Entailment Types

Even more interesting observations can be made by analyzing the performance of system types with respect to the different entailment types derived from the ARTE scheme annotation conducted. Thus, taking into account the entailment types of Table 4.8 of Section 4.2, we are in position to inspect the performance distributions of our four system types across the various entailment types in the datasets.

Table 5.8 summarizes these distributions, whereas Figures 5.7, 5.8, 5.9 and 5.10 display them separately for each system type. Entailment types here are meant in the exclusive sense, i.e. corresponding to the pairs that can be determined only with use of the entailment types indicated.

![Table 5.8](image)

Table 5.8: The distributions of average performance of each system type across the different entailment types, in the exclusive sense.

A rather surprising fact is that the Inference system type, the par excellence type for success in deeper reasoning cases, performs worse than any other system type on all entailment types that involve Reasoning. This is particularly noteworthy, considering that the Reasoning entailment type is defined in a way that incorporates not only strict logical inferences, but also a large amount of background knowledge and paraphrase entailments (see Table 4.8 of Section 4.2), both of which are targets of the components employed by Inference systems.

On the contrary, as Figures 5.11 and 5.12 demonstrate, Inference outperforms all other system types for Lexicon and Identity entailments.
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Figure 5.7: The chart of the average performance distribution of the Inference system type across the different entailment types, drawn by Table 5.8.

Figure 5.8: The chart of the average performance distribution of the Overlap system type across the different entailment types, drawn by Table 5.8.
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Figure 5.9: The chart of the average performance distribution of the **Lexical DB** system type across the different entailment types, drawn by Table 5.8.

Figure 5.10: The chart of the average performance distribution of the **Alignment** system type across the different entailment types, drawn by Table 5.8.
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Figure 5.11: The chart of the distribution of average performance of the four system types on the Lex entailment type of Table 5.8.

Figure 5.12: The chart of the distribution of average performance of the four system types on the Identity entailment type of Table 5.8.

These two entailment types are in fact the only ones for which the Inference system type achieves the best performance.

This leads us to the observation that there is no single entailment type for which Overlap systems achieve better performance than all other system types; on top of that, Overlap seems to be worse than all other system types for Identity entailments. Finally, Lexical DB and Alignment systems appear to be performing comparably well for practically all entailment types. Lexical DB slightly outperforms Alignment for Lexicon entailments, whereas the opposite is true for Syntax- and Discourse-related entailments.

Concluding this analysis, let us cast our eyes over the inclusive-sense classification of pairs into entailment types: Table 5.9 presents the distribution of average performance of system types across entailment types inclusively. That is, each entailment type here is associated with the pairs whose entailment value can be determined with use of the entailment type in question,
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possibly also combined with other entailment types. Figures 5.13, 5.14, 5.15 and 5.16 show the corresponding charts for each system type.

The results suggest that with the only exception of Inference, which demonstrates a minor variation, all system types exhibit the same pattern on performance across entailment types: Lexicon achieves the lowest performance rates, even for Lexical DB systems, followed by Reasoning. Discourse always receives higher rates of system performance, while, finally, Syntax appears as the “easiest” type of entailment for all the different types of systems.

Table 5.9: The distribution of average performance of each of the system types on the different entailment types of the positive entailment test subcorpus of RTE-2. Contrary to Table 5.8, the entailment types here are meant in the inclusive sense.

<table>
<thead>
<tr>
<th>System Type</th>
<th>Inference</th>
<th>Overlap</th>
<th>Lexical DB</th>
<th>Alignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexicon</td>
<td>0.5934</td>
<td>0.5369</td>
<td>0.6250</td>
<td>0.6136</td>
</tr>
<tr>
<td>Syntax</td>
<td>0.6524</td>
<td>0.6453</td>
<td>0.6907</td>
<td>0.6888</td>
</tr>
<tr>
<td>Discourse</td>
<td>0.6123</td>
<td>0.6321</td>
<td>0.6667</td>
<td>0.6674</td>
</tr>
<tr>
<td>Reasoning</td>
<td>0.5739</td>
<td>0.6138</td>
<td>0.6429</td>
<td>0.6417</td>
</tr>
</tbody>
</table>

Figure 5.13: The chart of the distribution of average performance of the Inference system type across the different types of entailment, as in Table 5.9.
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Figure 5.14: The chart of the distribution of average performance of the Overlap system type across the different types of entailment, as in Table 5.9.

Figure 5.15: The chart of the distribution of average performance of the Lexical DB system type across the different types of entailment, as in Table 5.9.

Figure 5.16: The chart of the distribution of average performance of the Alignment system type across the different types of entailment, as in Table 5.9.
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5.2.3 Discussion

The classification of the RTE-2 systems into four types as proposed in Table 5.5 is a straightforward and intuitive way of distinguishing among differently built architectures. Grounded on the detailed overview of Bar-Haim et al. (2006), which covers a wide range of textual entailment mechanisms employed by the participating systems, it aims at providing a compact representation of the most characteristic among the system components utilized.

However, the choice of classifying the systems in this particular way is by no means the only possible, and perhaps even not the optimal for allowing for a categorization as discriminative as possible. Obviously, the classification adopted is rather crude and suffers from a large degree of overlap among the different system types.

The types Lexical DB and Alignment, for instance, are hard to differentiate, since an inspection of the resulting Table 5.6 reveals that the majority of the systems that belong to the one class are also to be found in the other. The instances of systems that belong exclusively to one of the four types are particularly limited: 3 for Lexical DB; 4 for Overlap; 3 for Alignment; 0 for Inference. On top of that, Lexical DB comprises all but 9 systems out of the 41. Finally, the classification does not account for the number of different components employed by the systems, which is arguably an interesting factor with regard to systems’ performance.

Whereas an attempt at a more sophisticated and thoroughgoing classification of systems is beyond the scope of this study, we can still make certain interesting observations, if we survey the available classification from new perspectives.

Exclusiveness. One such perspective would take into account whether a given system type is the only one a system corresponds to, or one of a combination of different types, which all represent it.

Merging the information of Tables 5.1 and 5.6 from this perspective, we observe that the average overall accuracy of the 4 systems that function exclusively by overlap-based methods (system type Overlap) is fairly lower than the average accuracy of the 9 systems that use lexical overlapping in combination with other techniques (approx 0.56 vs. approx 0.59).

Oddly, the opposite is true for the Lexical DB type. The 3 systems that belong exclusively to the Lexical DB type achieve an average accuracy as high as approx 0.61, while the 29 systems that belong to this, in addition to at least one other system type, is approx 0.59.

On the other hand, we do not observe a significant difference in system
5.3 Summary

In this chapter we advanced our understanding of the RTE-2 dataset by analyzing how real systems perform on it, both from a collective, and a system-type-specific perspective. The variant application settings and types of entailment were the parameters in the analysis.

Certainly the purpose of the study was not to exhaustively cover the topic, which is after all deeply related to the nature of the textual entailment phenomenon. The purpose was rather to set forth a methodology for seeing through the black box of textual entailment datasets and understanding the laws that govern it. In light of this, the present work can be considered as a novel step in this direction.

The main conclusions drawn are that system performance ranges significantly across the different datasets. Different system types also seem to behave differently for each input, although several limitations regarding the classification of systems into types have prevented us from drawing clear conclusions in this respect. The problem of learning about the relevant success

accuracy for the Alignment type: The average accuracy of the 3 systems that use only Alignment is 0.58, whereas the incorporation of other components, realized by 27 systems, does not help it rise above approx 0.59.

The criterion of exclusiveness is not applicable to the Inference class, where none of the 5 system-members are found to rely on it exclusively. The average accuracy of the 5 Inference systems is approx at the 0.62 level, and thus higher than all other average rates of accuracy listed above. Given that Inference is the type with the worst performance on the positive entailment test set (see Table 5.7), this fact implies that Inference systems may handle negative entailments more successfully than positive ones.

Number of Components. Finally, another way of viewing Table 5.6 is by looking into how many different types correspond to each system.

Clearly, there is no system that is associated with all four different types; nevertheless, whether a system integrates one, two or three types appears to be producing a small difference in accuracy. Indeed, the average accuracy of the 10 systems that belong exclusively to one type—be it Lexical DB, Overlap or Alignment—is approx 0.58, equal to the one of the 24 systems that belong to exactly two different types. However, the 7 systems that belong to as many as three of the four different types achieve an average accuracy of approx 0.60, justifying the general confidence that combinations of variant techniques may produce better results.
of the different modules of textual entailment systems, and their optimized combinations, is not trivial, and calls for an extensive, fully fledged study.

Last but not least, a noteworthy discovery about the importance of the notion of overlap–entailment correlation in the dataset was made. Comparing it with the systems’ performance notion for the different RTE-2 subcorpora, we observed that the behavior of the two is under all circumstances highly similar. This fact suggests that the correlation between overlap and entailment may be playing a crucial role in the RTE-2 datasets, whose appropriateness, as discussed in Subsection 5.1.2, is open to question.
Chapter 6

Conclusion

This chapter summarizes the main results of the thesis and outlines certain issues for further research raised by them.

6.1 Summary

The present work pursued the aim of a better understanding of applied textual entailment by means of examining textual entailment datasets and following clear methodological lines for their evaluation.

A novel scheme for annotation of such datasets, ARTE, was proposed. In this scheme the entailment problem is viewed in relation to three well-defined levels—Alignment, Context and Coreference—, each of which handles different aspects of the entailment mechanism. The scheme was found suitable for the data of RTE and was applied with success to a considerably large subcorpus of the RTE-2 test set. The resulting annotation enabled fresh insights into the semantic-linguistic properties of the textual entailment data and prepared the ground for an extensive analysis of their observed characteristics.

Shallow and deep aspects of the dataset were objects of this investigation. From the shallow perspective, covering word lengths, lexical overlap and the herein proposed notion of overlap–entailment correlation, we learnt about objective, external attributes of the dataset that can be directly measured and exploited by textual entailment systems.

From the deeper perspective, which realized a multifaceted statistical analysis of the distribution of the annotated entailment features, we made several discoveries with respect to the more intuitive, linguistic aspects of the data. It was noticed, for instance, that certain types of inference that play a major role in theoretical semantics, such as negation or counterfactive
expressions, occur in the data very infrequently, or not at all. The proper
detection, representation and quantification of such linguistic aspects is,
nonetheless, a problem far from conclusively solved.

As a further step, the annotation results were put into service for a
study of the relative performance of different existent textual entailment
engines on datasets of variant nature. The submission results of the twenty-
three research groups participating in the RTE-2 Challenge were analyzed
both collectively and by being classified into broad classes, according to sys-
tem component descriptions. In this analysis we came, for example, to the
rather unexpected finding that systems using logical inference techniques
apparently performed worse than other systems for reasoning-related en-
tailments, but better than other systems for “simple” entailments based on
surface-level identity.

The general conclusions drawn are that the subcorpora of the RTE-2
dataset seem to have significantly different characteristics, both at a surface,
and at a deeper semantic level. The four individual application settings
IE, IR, QA and SUM of RTE-2 appear to correspond to textual entailment
tasks of genuinely different demands, which call for “customized” treatment.
The varying rates of average system performance noticed across the different
subcorpora provide further evidence for this. From the systems’ performance
study we make some first remarks about the efficiency of several techniques
for recognition of textual entailment on a range of different data.

Finally, the study unveiled an interesting link between the notions of
overlap–entailment correlation and systems’ performance on the data. Im-
pressively, the notion of overlap–entailment correlation seems capable of ac-
tounting for the performance of real systems much more satisfactorily than
any other aspects of the analysis. This is a fact that puzzles over the ac-
tual suitability of the examined dataset as a means for the advancement of
textual entailment technology.

6.2 Outlook

The work presented in this thesis introduced original ways for the evaluation
of textual entailment datasets and demonstrated how they can be imple-
mented for advancing our understanding of the mechanisms behind textual
entailment, and the strategies for handling it. Though interesting results
were produced in this way, the study does not claim to be complete. Fur-
ther research needs to be placed in several directions before the full potential
of the evaluation methodology proposed is uncovered.
6.2. Outlook

**The annotation scheme.** The ARTE scheme is competent but certainly not yet fully perfected. Through accumulation of experience in textual entailment annotation, the scheme and the guidelines can improve and offer a more mature framework for evaluation. Especially the feature **Reasoning** can receive a more fine-grained analysis; also the annotation of non-entailment, which was merely an experimental undertaking, can be further attested on larger corpora, reviewed and expanded.

**The annotation data.** Textual entailment research can make good use of the annotated T–H corpora in ways extending beyond evaluation. For instance, useful linguistic patterns and entailment rules could be extracted and exploited by textual entailment systems. Moreover, the alignment information provided by the annotation can serve as a model for testing automatic system alignments.

**The evaluation methodology.** In a larger-scale study the analysis of the annotated data could and should be conducted in a more systematic way. Tools only slightly explored here, such as data clustering, can be applied more exhaustively. Additionally, the classification of entailment features into types of entailment, and system components into system types, requires a more thorough investigation in order to enable reliable and useful conclusions about the data.

**Case studies.** A particularly interesting potential of the annotation lies in the direction of employing it for direct error analysis and diagnosis of strengths and weaknesses of individual textual entailment systems. A system could clearly gain benefit from learning which entailment types it handles with success, as well as on which entailment types it produces wrong positive or wrong negative answers.

**The compilation of textual entailment datasets.** The annotated sample finally can help the research community set the standards for better-controlled textual entailment datasets, which can advance the field by fixing more carefully determined goals for the state-of-the-art textual entailment engines.
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Appendix A

The ARTE Guidelines

The following sections complement Chapter 3 in the description of the ARTE scheme, our annotation scheme for RTE. They provide definitional details of the concepts involved and concrete guidelines on their application. In parallel they address some of the technical issues arising.

A.1 Annotation Basics

The annotation platform is the MMAX2 tool (Müller and Strube, 2006). The data consist of T–H pairs, where H is either entailed by T or not, according to a gold standard. H is a (usually short) single sentence, and T consists of one or two sentences, as described in (Bar-Haim et al., 2006). Each pair is preceded by an ID code and is followed by a horizontal line, separating it from the next pair. A single hash # marks the end of each T, while two hashes ## stand at the point where each H ends.

It is noteworthy that T may involve questions and not statements, since these can also carry presuppositions conveying information, as in Figure A.1.

![Figure A.1](image-url)

Figure A.1: A rather not typical pair, where T is in the form of a question. It contains however a relative clause triggering a presupposition, on which the entailment is based.
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The relevant parts of the text are marked and assigned specific values of a predefined list of corresponding attributes and relations. This way selected fragments in the T–H pair are placed in a particular relationship, and/or receive specific labels, which provide a characterization of their role with respect to the entailment. These selected fragments are called markables, and may be discontinuous, as well as overlapping. Each markable is by default inextricably accompanied by a certain list of features describing it. The features supported are of two types:

Attributes. Attributes consist of a name and a set of possible values, one of which is always selected. Possible values are displayed as either a number of radio buttons or as a drop-down list. In some cases the availability of an attribute depends on the current value of another; then the former is called dependent and the latter branching attribute. Finally a special type of attribute is the free text field, which can accept any string as its value.

Relations. Apart from carrying annotations in the form of attribute-value pairs, a markable can also be associated with (one or more) other markables to form markable relations. The type of relations we use are pointer relations, which always associate with one markable (the source) one or more target markables in an intransitive, directed fashion.

The annotation resides in XML file format, but is also visualized with the help of two separate windows. The data appear in the main window, as presented in Figures 3.3 and A.1, where the markables are rendered in varying styles and colors. Markables are sensitive to mouse clicks; once selected, a markable is highlighted and its corresponding list of features is displayed in the attribute window, as presented in Figure A.2. If the selected markable is participating in a relation as source, this relation will also be visualized in the main window by means of an arc linking source and target.

The annotation is structured in several distinct levels (layers), with different functions and purposes each: Alignment, Context, Coreference and Annotators\(^1\) level for positive entailment; Non-entailment and Annotators level for negative entailment.

\(^1\)The Annotators level was not mentioned in Chapter 3 because its use serves exclusively the annotation procedure and is not associated with the annotation itself.
A.2 Alignment

As described in Subsection 3.1.1, the Alignment level is the most basic of the positive entailment annotation. Every fragment of H should be aligned to at least one corresponding part of T. Whenever such an alignment is made, it is automatically assigned a label specifying its nature, meant to be appropriately modified in the annotation process.

A.2.1 Markables

H is scanned and each and every single word in it becomes part of at least one markable, not excluding punctuation marks. The basic idea behind the selection of alignment markables in H is that they generally correspond to syntactic constituents of the sentences, although this claim is more of an intuitive rather than literal nature. Thus, in their majority they can be classified under the following basic syntactic categories: V-, NP-, AdjP-, Adv- and PP-markables.

However, it is not uncommon that we have other types of markables, such as Adj- or P-markables, depending on the specifics of the inference. A special case arises when the inference is heavily based on a non-trivial use of punctuation; then a punctuation-markable is allowed, as in Figure A.3.

The way markables are selected at this level differs between T and H in several aspects. One crucial difference is that, contrary to H, the words of
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The information conveyed in the predicate of H is based on the appropriate interpretation of a comma in T, and therefore this comma will constitute the corresponding Alignment-markable.

T do not need to exhaustively be parts of markables. The markables of T are selected in a more eclectic way and on the grounds of their contribution to the entailment.

Another difference involves the way NP-markables are formed. The notion of determiner for creating the NP-markables in T is restricted to the traditional classes of articles (i.e., a, an, the), quantifiers\(^2\) and demonstrative pronouns (e.g., this, that). Since coreference resolution in T is treated separately at the Coreference level, possessives in T—either in the form of pronouns (e.g., his, whose), or in the form of noun phrases (e.g., Tibet’s)—will not constitute NP-markables together with the nouns they modify, but rather stand-alone markables, if required. On the other hand, coreference resolution in H is not addressed. Therefore possessives in H will also normally constitute part of the NP-markables.

Nonetheless in both H and T, what ultimately determines how large the markables should be and where the boundaries among them are to be drawn is not constituency but rather the nature of the inference mechanisms employed.

General heuristics

More specifically, markable creation for the Alignment level is a recursive process guided by both semantic and syntactic principles. It typically follows this pattern:

1. We start by examining the main clause of H.

2. We identify the main predicate. If it is the copula, then it is made one markable together with the predicate complement; otherwise it

\(^2\)The notion of quantifier encompasses indefinite pronouns (e.g., all, many, some) and cardinal—but not ordinal—numbers.
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constitutes one separate markable. We include any auxiliary verbs in this markable.

3. The subject of the main predicate is marked as a separate markable. Coordinate NPs (i.e., NPs linked by conjunctions such as and and or) do not need to be split.

4. The subordinate clauses of the main predicate are identified. If they are NP complements or adverb/PP adjuncts, they are made separate markables.

5. Punctuation marks are also included in markables, which may normally be selected arbitrarily from among the neighboring markables. If, however, the punctuation plays a particularly significant role in establishing the entailment, it may constitute a markable of its own. The end full-stop of the sentence may, as a single exception, remain unmarked and not belong to any markable.

6. For each remaining subordinate clause (e.g., clausal complements, adverbial clauses, relative clauses) we repeat steps 2–5, putting the subordinating conjunction in one markable together with the main predicate of the subordinate clause.

7. Once exhaustively arranged the words of H into markables, we turn to T.

8. In T we look for the corresponding parts of the existent markables, i.e., for the pieces that justify the truth of H. We start by identifying the fragments of T that correspond to V-markables of H; then the other markables of H are examined. The fragments that can be matched to the H-markables should constitute the T-markables. Here the basic consideration is semantic and not syntactic, although the syntactic constituency is respected as far as possible.

Divergences

It must be pointed out that the account of markable creation given in the previous paragraph only covers the cases in which each of the constituents of H, as they were described, can directly be aligned to corresponding constituents in T. Clearly, in order to present as fine-grained and informative alignments as possible, this cannot always be the case.

As an example, it may be required that a single NP constituent consisting of Det + Adj + N be split into two separate subconstituents Det + N and
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Adj, because the matching with parts of T can be modeled more accurately this way. Furthermore, a preposition, which would normally belong together with its PP, could be considered separately, as in Figure A.4, or even as part of the predicate (e.g., in case of a phrasal verb), if its semantic interpretation calls for it. Finally Figure A.5 provides an example of a predicate and its subject forming together a single markable.

![Figure A.4: The V-markable attended aligns to the preposition at and not to the PP it is part of. Additionally, the NP an anti-Zionist conference is stripped off its adjective, leaving only the remaining phrase an ... conference as a discontinuous markable, since this is the only relevant part for the entailment.](image1)

![Figure A.5: The agent of the hijacking mentioned in T appears in a different sentence and can only be inferred by the context. For this reason the subject of the predicate hijacked in H will not be aligned separately, but will form a single markable with the predicate.](image2)

Conclusively, whenever syntactic constituency as described and semantic analysis are not in perfect agreement, the latter is the one that carries more weight and drives the process of markable creation.

**Aligning appositives**

One particular configuration frequently appearing in T involves appositive constructions, where two coreferential elements—normally NPs—are placed
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side by side, either separated by punctuation markers like commas or parentheses, or not. Under such circumstances it is not always straightforward to determine which of the two elements should constitute a markable at the Alignment level to match a coreferential markable of H. Therefore the following principles are adopted:

Case 1: Punctuation marks the appositive. Then the component selected as a T-markable is the one unmarked by punctuation, and it is made a markable intact as an NP, including even modifiers or adjuncts that are not relevant for the matching and would normally have been stripped off it. Figure A.6 provides an example.

Case 2: The appositive is not marked by punctuation. In this case selected as T-markable is any component that directly matches the corresponding H-markable as normally, overlooking the appositive construction. Figure A.7 presents such a case.

Figure A.6: Here the appositive NP Derek Plumbly is surrounded by commas. Therefore the NP selected as an Alignment-markable is the other one, even though Derek Plumbly appears identically in H.

A.2.2 Features

Figure A.2 presented the list of features used at the Alignment level. The markables of this level are exclusively designed to become members of ordered pairs, which participate in an alignment relation between T and H. This means that the basic feature here will be the pointer relation Alignment, directed from H-markables to T-markables. Once set, the Alignment relation will unfold a list of dependent features to label it, as follows:

3In other words, which will be the “prominent” part of the appositive, as explained in Subsection A.4.2.

4To be precise, Alignment has only one dependent feature: Identity. But if Identity is not selected, then the complete set of the rest of the features is available.
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Figure A.7: Here the NP *Mel Sembler* is not preceded by any punctuation mark. Therefore it is selected as an Alignment-markable of T to match its identical counterpart in H.

**Identity.** Only content words are considered (e.g., *the Kyodo news agency* $\leftrightarrow$ *Kyodo news agency*) and, normally, identity only at the baseform level of those is sufficient; e.g. *testifying* $\leftrightarrow$ *testified*. Particles and subordinating/coordinating conjunctions are also ignored, as Figure 3.4 indicated, unless they make a heavy contribution to the semantics of the markable.

Nonetheless lexical identity is not a sufficient condition for an Identity alignment, since the annotation takes the point of view of a human interpreting the sentences to judge the entailment, and not of a lexical matching system. For example, in Figure A.8 the same markable performs substantially different grammatical functions in T and H (of modifier and subject, respectively), and for this reason it is best labeled not as Identity, but as Modifier.

Note that this fact does not imply that two identically aligned markables must have the same grammatical function. However, if one of the two more informative features defined—Genitive and Modifier—apply, then the alignment is labeled as such and not merely as Identity.

**Coreference.** Following (Kroeger, 2005), we make a terminological distinction between relative pronouns (e.g., *who, which*) and the relativizer *that*, but the feature applies to both. It is used in case the coreference between T and H is established due to the linking of the T-markable to some other part of T, outside the markable boundaries, and therefore made evident because of the context in which the T-markable appears. This opens up two different possibilities.

1. Context coreferent. The text fragment of T outside the markable which establishes the coreference is an NP, and is coreferent to the
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aligned markables; In this case the Coreference level is also active and captures this instance, as Figures 3.3 and 3.12 illustrated. Note that in this case, if the Coreference level provides us with an anaphoric—as opposed to supplemental—relation linking the T-markable with its context, then the selection of the T-markable will involve the whole NP, including any modifiers or complements of the head noun. However relative clauses or appositives will be left out.

2. Context not coreferent. The context establishing the coreference of the markables is not actually a coreferent NP, but merely a related phrase in the text, which provides the necessary information. Figure A.9 illustrates this. In this case, contrary to the first, the annotation lives only at the Alignment level and does not extend to the Coreference level, as the only actual coreference has already been captured by the alignment.

For simplicity reasons, Coreference alignments are made exclusively for NPs of H which are linked to another NP or any anaphoric expression in T, and not for anaphoric expressions in H, like pronouns. Such expressions in H either align to identical parts of T, if such an alignment is possible, or they merely form part of their predicate’s markable and are not taken into account for the alignment of the markable, as Figure A.10 shows.

Genitive. Apart from the traditional genitive constructions, this feature also applies to the case of transparent noun (N) constructions, i.e., constructions of the form N of N, in which the first N is transparent with regard to selectional relations between the second N and the external context. In these cases the transparent N will not constitute part of the markable, as indicated in Figure A.11.

However the Genitive feature is not uniformly used for all instances of genitive case. There are certain cases where its use is not considered purposeful:

1. An alignment is not marked as Genitive if it does not stand next to an alignment—either direct or indirect via a Coreference level

5In the sense of there being a discrepancy between the syntactic and the semantic head of the structure. As Fillmore et al. (2002) suggest, nouns that behave in this way are of several kinds; for example nouns denoting parts (e.g., part of the room), measures (e.g., liter of wine), units (e.g., bout of the flu), types (e.g., kind of fish), etc.
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Figure A.8: Here the two lexically identical markables are not aligned with an Identity, but with a Modifier label.

Figure A.9: An alignment marked as Coreference + Reasoning. There is no coreferent context here.

Figure A.10: Even though the reference resolution of the personal pronoun they of H is important for the entailment, it simply takes part in an Identity alignment, since anaphoric expressions in H are not analyzed.

Figure A.11: The noun series in T is transparent in the construction series of explosions and therefore is left out of the T-markable aligning to the H-markable the attacks. The alignment is labeled as Genitive + Reasoning.
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link—between the head of the genitive-markable and a head or dependent of the other markable, as Figure A.12 exemplifies.

2. The Genitive feature is not selected for alignments on which both markables are in genitive case and their heads are aligned, as in Figure A.13.

3. In the trivial case of a participation in an action, where the genitive simply indicates the agent or patient (subjective or objective genitive, respectively), the alignment is not labeled as Genitive. Such an example is provided in Figure A.14. This applies also when the markables pair denoting the action is not a pair of a verb and its corresponding verbal noun, as in Figure A.14, but a verb–noun pair linked in a straightforward way, as in Figure A.15.

We note that by straightforward alignment, we mean one that is not labeled as Reasoning. This notion should not be confused with the one of multilabeled alignment, which is discussed in Subsection A.2.3.

4. Finally, when the Genitive feature is selected, we do not additionally select Reasoning, since Genitive is designed especially to model the type of reasoning associated with genitive constructions. However when the reasoning involved is of another type, as in Figure A.16, the Reasoning feature is also selected. Moreover, labels indicating additional relations (e.g., Morphological or Ontological) may freely be selected.

Modifier. The use of the Modifier feature is guided by similar principles as the ones applicable to Genitive:

1. Similarly to Genitive, an alignment cannot be labeled as Modifier if there is no alignment between what is modified by the modifier-markable, and a head or dependent of the corresponding markable.

2. An alignment is not marked as Modifier in case both markables are in modifier position and their heads are in alignment, as Figure A.17 illustrates.

3. In parallel to Principle 3. for Genitive, Modifier does not apply to “trivial” cases, denoting merely the participants of actions, as in Figure A.18.
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Figure A.12: The T-markable of a gallon is in genitive case, but its corresponding H-markable a gallon is not in a direct dependency relation to the H-markable prices, which aligns to the genitive-markable’s head the price. Therefore the Reasoning and not the Genitive feature will apply here.

Figure A.13: This alignment is marked as Identity and not as Genitive, since both markables are in genitive case and their heads are in alignment.

Figure A.14: The alignment is between the subject of a verbal noun and a subjective possessive pronoun. Therefore it is marked exclusively as Coreference, and not as Genitive.
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Figure A.15: Here the markables *was murdered* and *the assassination* express the same action and are linked with Synonymy + Nominalization, since the verbs *murder* and *assassinate* are synonymous. Therefore the genitive case expressed by the T-markable of Luis Carlos Galan is considered as objective, and the Genitive feature is not applied to its alignment in H.

Figure A.16: This alignment is marked as Genitive + Coreference + Reasoning, since there is additional reasoning involved, related to knowledge about proper names and titles.

Figure A.17: The aligned markables *random* and *randomly* are both in modifier positions and their heads (*checks* and *test*, respectively) are aligned. Therefore their alignment is not labeled as Modifier but simply as Morphological of type Other.
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4. Finally, Principle 4. regarding additional labels for the case of Genitive equally applies to the case of Modifier.

**Morphological.** The definition of this feature is straightforward and does not require many additional explanations beyond the ones provided in Section 3.1.1.

**Nominalization.** We note that in case the verb-markable is in passive voice, then the Passivization feature is also selected, as in Figure A.19.

**Demonym.** Straightforward.

**Acronym.** Straightforward.

**Other.** Similarly to Nominalization, this feature (and not Identity) is used for the rare case of two identical words aligning, but appearing as different parts of speech; e.g., year-round as adjective and as adverb.

Finally, it also applies to complex morphological transformations involving more than one of the above processes; e.g. TV → televised, which in fact implicates both nominalization and acronym transformations.

**Argument Variation.** The use of this feature takes into account also oblique arguments (i.e., arguments which are not subjects or objects—in English always marked with prepositions).

In case the predicates aligned describe the same prototypical event from two different perspectives, as in Figure 3.7, then the alignment takes a positive Argument Variation, but a negative Reasoning value. In contrast, if there is argument variation between two aligned predicates which are not generally considered as describing exactly the same event, as in Figure A.20, then Reasoning is additionally marked.

It should nonetheless be emphasized that the feature applies only if both markables aligned are verbs. This is not the case in Figure A.21, for example.

**Passivization.** Necessary condition for the use of this feature is a straightforward Argument Variation alignment—in fact, Passivization is a dependent feature of Argument Variation. For example, in Figure A.20 this was not the case, since the two predicates are linked by Reasoning. However in Figure A.22 the predicates are linked by Synonymy and hence Passivization applies.
Figure A.18: The H-markable *was founded* is in a straightforward (labeled as Nominalization + Passivization + Hypernymy) alignment to the T-markable *co-founders*. Hence its modifier, *Google*, which simply aligns to the subject of the predicate *was founded*, will not be associated with the Modifier, but with the Identity feature.

Figure A.19: An alignment marked as Nominalization + Passivization, since the predicate appears in passive voice.

Figure A.20: An alignment marked as Argument Variation + Reasoning, since the predicates *take* and *use* are not considered as describing the same prototypical action.
Ontological. The definition of synonymy can be a cause of disagreement for theorists, as well as annotators.

Synonymy. It directly implies that the markables are of the same syntactic category, as expressions of different syntactic categories cannot be interchanged without making the sentence ungrammatical.

However the definition of synonymy\(^6\) is by nature quite elusive, since, as most linguists and psychologists argue, it is not a discrete but rather a gradient concept. In cases of uncertainty the alignment is not labeled as Synonymy, but as Reasoning.

Hypernymy. Straightforward.

Quantities. If an NP includes a quantifier, then the Alignment-markable constructed from it must include every single part of the NP constituent, like modifiers, since theses are indispensable for a correct semantic interpretation.

Note also that the notion of scalar implicatures is highly relevant in this case, and should be considered when making entailment judgments.

For instance, as Levinson (1983) notes, the quantifiers none, some and all constitute an implicational scale, i.e., a list of lexical items of the same constituent category that are ordered in terms of their informativeness. The ordered list \(<always, often, sometimes>\) is another example. In such a scale the use of one form implicates that the use of a stronger form is not possible.

Reasoning. In more detail the different forms of reasoning covered by this feature include:

1. A lexical relation not among the ones listed above. That could be
   - a functional relation like holonymy, is-made-of, is-an-attribute-of (e.g., Congress $\leftrightarrow$ the government, troops $\leftrightarrow$ five soldiers);

\(^6\)(Miller et al., 1990) contains an interesting discussion on the concept of synonymy. As Miller et al. remark, the traditional definition, which demands interchangeability of the two expressions in all possible contexts, is rather too restrictive and makes true synonymy questionable. For this reason the weakened version, which examines synonymy with respect to context, is considered preferable.
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- a more complex relation such as lexical entailment, enablement, cause or happens-before (e.g., was sold $\iff$ cost, arrived $\iff$ is visiting);
- an idiom or a paraphrase (e.g., saw the light of day $\iff$ was released);

2. General world knowledge, such as knowledge of entities and the relationships among them, e.g., NASA $\iff$ U.S., David Hid- dleston $\iff$ a person;

3. Geographical knowledge in particular; e.g., Gaza $\iff$ Gaza Strip;

4. Spatial knowledge; e.g., in $\iff$ is located in;

5. Temporal knowledge, as in Figure A.23;

6. Interpretation of modality information, carried by modal auxil- iary verbs such as may, must, can (e.g., may not be safe $\iff$ are not safe).

   We note that in this case the task definition regarding the judgment of probable—but not certain—infers, as presented in Section 1.1, is highly relevant and should be taken into account.

7. Syntactic structures whose interpretation is strongly influenced by punctuation markers, as was presented in Figure A.3;

8. Logical inference mechanisms, as in Figure A.24;

9. Other general inference mechanisms, as in Figure A.25;

10. Interpretation of figures of speech such as metonymy (i.e., the trope in which one entity is used to stand for another, closely associated, entity), or the more specific synecdoche (i.e., the trope in which a part or constituent stands for a whole or a more comprehensive entity it belongs to) and antonomasia (i.e., the substitution of an epithet, description or name with a related proper name). An example was provided by Figure 3.9;

11. Interpretation of an elliptical construction (i.e., a construction that lacks elements recoverable from the context), as was the case in Figure 3.10;

12. Interpretation of a conversational implicature, as in Figure A.26;

13. Interpretation of the sentence’s context, in case the Coreference feature does not apply, i.e., the aligned pair is not a pair of NP-markables. An example of this is provided by Figure A.27.
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Figure A.21: The T-markable *held off a fightback* is not a verb but a verb phrase, and hence the alignment is labeled solely as *Reasoning*, and not as *Argument Variation*.

Figure A.22: A *Passivization* alignment, even though the markables are not forms of the same predicate.

Figure A.23: This alignment, marked as *Reasoning*, demands complex reasoning based on knowledge about the temporal precedence of the days of the week.

Figure A.24: An alignment marked as *Reasoning* since it is based on the interpretation of the conditional logical connective.
A.2. Alignment

Figure A.25: An alignment marked as **Reasoning** since it is based on general inference procedures.

Figure A.26: The alignment relies on a conversational implicature raised by the Maxim of Quality, according to Grice (1975). Thus it is labeled as **Reasoning**.

Figure A.27: This alignment is heavily based on the interpretation of the context and is marked with a positive **Reasoning** value.
A.2.3 Multilabeled Alignments

It should be emphasized that, as must have already become evident by some of the examples (e.g., Figures A.19 and A.20), the features presented above are not mutually exclusive. Therefore we can—and must—in certain cases use them in combination, in order to indicate all the grammatical phenomena present and describe the alignment in the best possible way.

There is no restriction posed by the annotation scheme regarding how many different labels an alignment may have—the upper bound is the number of different features available, as long of course, as their combination is sensible and purposeful. In other words, if the inference responsible for the alignment has already been captured by the selection of one feature, the alignment will not additionally be labeled with extra features, even if they are applicable. Figure A.28 illustrates this.

Figure A.28: This alignment involves a paraphrase and is thus labeled solely with Reasoning; the Nominalization feature would be redundant.

The practice of multilabeling naturally applies also to contextual alignments—either of the Coreference or the Reasoning type. For any contextual alignment there are two cases to consider:

Case 1: T-markable linked to its context at the Coreference level.

In this case the contextual alignment will additionally be labeled with any features required to describe the transition/inference from the relevant part of T (i.e., the context) to the H-markable. An example is provided by Figure A.29.

Case 2: The Coreference level does not indicate the context. Here we will not aim at a detailed description of the type of inference involved, since no particular part of T has been pointed out as respon-

\footnote{Unlike the different values defined for each feature, which are.}

\footnote{For a detailed discussion of contextual alignments see Subsection A.4.3}
A.3. Context

The Context level provides information related to factivity and negative polarity factors.

A.3.1 Markables

Annotated are embedding predicates and other kinds of complement-taking constructions or expressions that may affect the semantic behavior of the sentence they introduce. The selection of markables at this level is guided by two principles.

First, the relative polarity imposed by the expression must be important for the entailment value of the pair; otherwise it will not be marked. Figure A.30 presents such a case. Second, the semantic contribution of the expression must not have already been captured at the Alignment level, as for example in Figure A.31.

Therefore it is clear that not every T–H pair is annotated at this level; Context annotation is created rather when there is important context information which cannot be incorporated at the Alignment level by constructing direct mappings between T and H.

A.3.2 Features

We investigate two different features, both of the attribute type, as presented in Figure A.32.
A.3. Context

Figure A.30: This pair is similar to the one of Figure 3.11 in that the that-complement clause in T is in the context of a neutral factivity expression (told). However the entailment here is entirely based on presuppositions triggered by the possessive phrase his American partner and the apposition construction. Therefore the factivity of told is irrelevant in this case, and no Context level annotation is created.

Figure A.31: The accomplishment verb tried in T introduces a particular factivity context—namely, it is a one-way –implicative. However it is not marked at the Context level, since its semantics are captured by a direct alignment.

Figure A.32: The features that apply to the Context markable say of Figure 3.11.
A.4 Coreference

**Factivity.** The use of this feature is mostly self-explanatory. We make a few additional comments, especially with regard to the case of implicative expressions.

**Neutral.** Straightforward.

**Factive.** Straightforward.

**Counterfactive.** Straightforward.

**Implicative.** As Nairn et al. (2006) point out, in certain cases it is hard to distinguish entailments from conversational implicatures. For example the expression *be able* in a positive relative polarity induces a conversational implicature, which however may be contradicted by further context. On our annotation we include such expressions in this category.

It should also be noted that many typically implicative predicates such as *manage, refuse* and *attempt* belong in this category only when they introduce nonfinite complements (e.g. infinitives or participles). The very same predicates may play a radically different role if their complement clause is finite. For example let us consider again the sentences in (2) of Subsection 3.1.2.

\[
\begin{align*}
(2) & \quad \text{a. Ed forgot that he had closed the door.} \\
& \quad \text{b. Ed did not forget that he had closed the door.} \\
& \quad \text{c. Ed forgot to close the door.} \\
& \quad \text{d. Ed did not forget to close the door.}
\end{align*}
\]

The predicate *forget* acts as factive when it introduces a finite that-complement as in (2a) and (2b), since both sentences presuppose the complement’s truth. On the other hand it functions as a two-way implicative in the sentences with nonfinite complements (2c) and (2d), as (2c) implies the falsity of the complement but its negation (2d) implies the complement’s truth.

**Negation.** Straightforward.

A.4 Coreference

While the Coreference feature of the Alignment level labels cross-sentential coreference between T and H, the Coreference level captures coreference within the boundaries of T, which is usually intra-sentential.
A.4. Coreference

A.4.1 Markables

At the Coreference level the markables are formed by the complete NPs\(^9\), including any modifiers and complements of the head nouns. However, as Figure A.33 illustrates, they do not include relative clauses subordinate to them, or appositive NPs. Such relative clauses are annotated as separate markables in case they carry information significant for the entailment, as Figure A.34 exemplifies.

Figure A.33: The reduced relative clause known as “the meat machine”, which modifies the head noun simulator is not part of the markable.

Figure A.34: The reduced relative clause carried out . . . Federation does not form part of the NP-markable the terrorist attacks, but since it provides crucial information for establishing the entailment, it is linked to it as an individual markable.

---

\(^9\)In case the markables in question are NP-markables. Of course other types of markables are possible, such as nouns, pronouns and reduced relative clauses.
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In any case, Coreference markables are obviously only created when the coreference relation plays some role for the entailment, i.e., carries information that is important for one of the alignments. The Coreference level is in this sense subsidiary to the Alignment level. Figure A.35 offers an example of such a selective annotation.

Additionally, Figure A.36 depicts a pair in which Coreference annotation has been spared. For simplicity, Coreference annotation is created only in T, and any coreferences in H are ignored, as illustrated in Figure A.10.

Figure A.35: In this pair the Coreference annotation purposefully ignores the NP an African ethnic group of about 11 million people.

Figure A.36: Here the two NPs of T his wife and Strida are not linked at the Coreference level, since their coreference is not relevant for the entailment.

A.4.2 Features

Three different features have been defined at this level, as depicted in Figure A.37.

In the first place, coreferent NPs in T are linked by means of the Coreference pointer relation, whose direction is determined by examining the specific type of the coreference in question and is elaborated below. This relation is very similar to Alignment, in the respect that it creates ordered pairs of markables, though, unlike Alignment, both markables are from T.

Also like Alignment, Coreference is branching and, once built, it reveals an additional set of features that function as labels for its type:
A.4. Coreference

Figure A.37: The features applying to the Coreference-markable *it* of Figure 3.12.

**Supplemental.** There are several principles involving the modeling of each type of supplemental expression.

**Apposition.** As in paragraph A.2.1, we differentiate between two distinct cases that call for different treatment.

**Case 1: Punctuation marks the appositive.** Then the direction of the pointer relation is from the NP marked by punctuation (i.e., the appositive) to the main NP.

**Case 2: The appositive is not marked by punctuation.** Then the direction of the pointer relation is determined by the way the Alignment-markables have been selected. In case only one of the two Coreference-markables is involved or partly involved in an alignment, then the direction of the Coreference relation is from the one which is not active at the Alignment level to the one that is. Otherwise, in case both of the Coreference-markables are to some extent also active at the Alignment level, then the alignment guides us as to which one of the two is more prominent than the other in our case, in the following sense:

Normally one of the two Coreference-markables will be aligned to a coreferent NP in H—usually the subject—, while the other one will not be involved in any alignment, or will align to a predicate or object in H. Then the latter will be regarded as the less prominent and will be chosen as the source of the Coreference relation, with the former as the target. Figure A.38 illustrates this.
Reduced Relative. The relation points from the reduced relative clause to the NP, as shown in Figure 3.14.

Our definition of a reduced relative clause involves a relative clause with a nonfinite verb (i.e., in this case, a participle), which lacks a relative pronoun or relativizer. This definition requires that the reduced relative clause is a VP and, unlike the analysis of Sag (1997), admits the clauses in (4) but not the ones in (5).

\begin{itemize}
  \item (4) a. the person [standing on my foot] . . .
  \item b. the prophet [descended from heaven] . . .
  \item c. the bills [passed by the House yesterday] . . .
\end{itemize}

\begin{itemize}
  \item (5) a. the people [in Rome] . . .
  \item b. the people [happy with the proposal] . . .
\end{itemize}

Anaphoric. Fairly straightforward; we merely make a few remarks:

Pronominal. The feature applies also to anaphora induced by the relativizer that. The direction of the Coreference relation is from the pronoun/relativizer to the antecedent.

Nominal. An equative clause is one in which the main predicate is the copula and the semantic predicate is expressed by an NP, like George Washington was the first President of the United States. Figure A.39 presents such an example, which is not annotated at the Coreference level.

The direction of the Coreference pointer relation is from the NP that is involved in a Coreference Alignment, to the context NP of T.

Finally, we note that the Anaphoric coreference feature is applied also in cases where the markables are not strictly coreferent, but one of them is a member of the class named by the other, as in Figure A.40.
Figure A.38: The Coreference-markable Javier Perez de Cuellar is involved in an identity alignment with the subject of H, while the head of the Coreference-markable U.N. Secretary-General is aligned to the predicate of H. Therefore the direction of the Coreference relation is from the latter to the former, which is seen as the most prominent of the two.

Figure A.39: In T the predicate complement a company with monopoly power is in an equative clause and hence will not be linked to the NP Microsoft by a Coreference relation.

Figure A.40: The markable Antonio Roldan Betancur is directly linked by Anaphoric coreference to the markable its opponents, since it denotes a member belonging to this class.
A.4.3 Another Look at Contextual Alignments

At this point the presentation of the basic levels of the annotation is complete. Now that we have the whole picture, we can reflect back on the most fundamental part of the scheme, the Alignment level, and shed some more light on certain less transparent aspects of it. In particular, a little more detail is in order about how we produce the types of alignment we call contextual, i.e., not based on direct relations and inferences between two markables, but rather induced by the wider interpretation of the T-markable, drawn by the context in which it appears.

According to our definitions, there are two different cases of contextual alignment implemented in the annotation scheme. The first case is when the two markables aligned are coreferent NPs. This type of alignment is extensively discussed on the definition of the Coreference feature in Subsection A.2.2. The second is when the alignment is between two non-NP markables, as illustrated in Figure A.27. In this case the markables are on the one hand obviously related semantically, due to the interpretation forced to the T-markable by its context; on the other hand there is no coreference involved and the alignment is marked as Reasoning.

The indispensability of the contextual alignments is evident, considering the fact that our alignments are heavily driven by the syntactic structures of T and H, which they strive to respect as much as possible. According to this principle, once a predicate in H is aligned to a T-markable, then the arguments and adjuncts of this predicate will be attempted to get aligned to markables of T in direct syntactic relations to the initial T-markable. This is for example the reason behind the contextual alignments of the two subject-markables of H in Figures A.9 and 3.3, although the T-markables are on their own insufficient for establishing the entailments.

On the other hand, however, sometimes we violate the constraints posed by syntactic structure and proceed to direct alignment of constituents which would traditionally only participate in contextual alignments, as Figure A.41 exemplifies.

The question arising is natural: how do we determine in which cases a markable of H should participate in a direct alignment to a corresponding part in T, even violating the syntactic structure, and when it should be aligned contextually, respecting the local dependencies? The key to the answer is given, as one would suspect, by the Coreference level, which, as we have seen so far, supplements the level of Alignment in a variety of ways. Namely we adopt the following principles:

**Case 1.** If T has not been marked at the Coreference level, and therefore
A.5. Non-entailment

there is no pointer to the context responsible for the alignment, as was the case in Figure A.27, then a contextual alignment is made—labeled either as Coreference or as Reasoning, as explained above.

Case 2. If the T-markable has been linked to some other part of T through a Coreference relation of type Anaphoric, then again it will be involved in a contextual alignment, as in Figure A.42.

Case 3. Finally, if we have a Coreference relation of type Supplemental—either Apposition or Reduced Relative—between the part of T which is a candidate for participating in a contextual alignment, and its context in T, which establishes the local entailment, then we are “entitled” to disobey the syntactic structure rules, and make a direct alignment between the relevant parts. Exactly this was the case in Figure A.41.

Figure A.41: In this pair the main predicate in H, fell, aligns to the markable the fall of the reduced relative clause in T. However its argument, in Siberia, does not get directly aligned to some part of the reduced relative clause, and violates the syntactic structure through an alignment to a part of the main clause of T.

A.5 Non-entailment

The Non-Entailment level is used to model the negative entailment pairs.

A.5.1 Markables

The selection of markables is rather minimalist, compared to the one for the positive pairs. We do not exhaustively include the whole H in markables; in fact it is possible that either T or H (but not both) does not contain any
A.5. Non-entailment

Figure A.42: The information expressed in H is based on a Nominal coreference between the T-markables *the airline* and *SABENA*. Therefore the alignment of the H-markable *SABENA* will be contextual.

markables at all. On top of that, as the annotation aims at pointing out the one most important factor that blocks the entailment, maximally one markable in each of the T and H of each pair is created.

The markables are created in such a way that they generally correspond to constituents; e.g., V-, NP-, AdjP-, Adv- and PP-markables. For the selection of markables predicates or copula and predicate complement constructions are generally given priority; subjects and objects are then considered, in the order mentioned. The NP markables are formed following the same guidelines as at the Alignment level before, described in Section A.2.1. Again, however, the main consideration is semantic interpretation and not syntactic constituency.

A.5.2 Features

As the annotation of the negative entailment pairs serves the purpose of simplicity and straightforwardness rather than detail, the annotation scheme here is much more plain than in the positive entailment case. It contains one basic branching feature of the attribute type, Non-entailment. An appropriate attribute selection on this feature unfolds two dependent features of the pointer type, as presented in Figure A.43.

Non-entailment can take one of the following available values:

**Context.** This value is selected in case the remaining contents of T and H, excluding the context, could possibly be considered as in an entailment relation, and it is mainly due to the interference of the context that we are not allowed to establish it.

---

10With the exception of the requirements for the alignment of appositives, which are dropped.
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**Additional.** Clearly only parts of H are marked as Additional. What is more, such an annotation indicates that the additional information is unrelated enough with respect to T, to be incapable of participating in a direct alignment to some part of it.

Note that the sense of *alignment* here is different than the one used for the positive entailment cases. What is meant in this case is rather a *misalignment*, as elaborated on the definition of the corresponding value for Nonentailment.

**Misalignment.** This value differs from the value Additional in that here T and H are highly related from a semantic point of view, and possibly even have similar syntactic structures.

Once it is selected, it brings out the following two dependent features, which serve as specifying labels of the Misalignment, much in the same way as the dependent features of Alignment do in the positive scheme. Both of them are pointer relations directed from the H-markable to the corresponding T-markable that is responsible for the misalignment.

**Inadequacy.** Straightforward.

**Contradiction.** The notion of contradiction can be obscure when regarded outside a strictly defined axiomatic system. In particular when it comes to natural language sentences describing events/situations in the world, contradiction becomes relative to whether the two statements are interpreted in exactly the same spatiotemporal frame, referring to the same events/situations, or not.

For instance, in Figure 3.16, if the misaligned pair is not viewed in the same event-specific frame evoked by its context, it does not induce a contradiction; e.g. one could well accept the truth of both sentences at different points in time.

However, following (Manning et al., 2007), we assume that in absence of countervailing evidence:

1. Compatible NPs between T and H are coreferent;
2. Apparently overlapping descriptions of events/situations in T and H refer to the same spatiotemporal frame.
A.6 Annotators

As an extra level of annotation, we designed one especially dedicated to monitoring the annotators’ impressions during their work. In this sense, the Annotators level is not part of the actual annotation, but may rather be considered as a meta-level.

A.6.1 Markables

The purpose of this level is to record certain aspects of the annotators’ attitude towards each individual pair of the datasets. Therefore the markables here will be the ID codes of the pairs. All pairs must be marked, resulting in a number of Annotators-markables equal to the number of pairs.

A.6.2 Features

There are two features at this level, as seen in Figure A.44.

**Agreement.** It is specified during the second phase of the annotation, in which the annotators compare and discuss their individually created annotations. It indicates the level of inter-annotator agreement reached after this process. It takes one of the following values:

**No.** It signals that the annotators have radically different views about the most appropriate annotation of the pair, and no agreement can be reached.

**Discussion.** It indicates that agreement between the annotators is reached, but only after discussion clearing original points of conflict.
This does not relate to annotation errors, but to a linguistic discussion about the best possible modeling of the data. In this sense, it could provide an informal indication of pairs requiring a deeper analysis.

Yes. It indicates that after correction of possible errors the annotators support exactly the same annotation. Contrary to Discussion, this value provides indication of possibly dealing with a simple-to-analyze pair.

Comments. This is a free-text field, originally empty. It serves mainly the annotators’ convenience and its use is left entirely to their judgment.

Figure A.44: The attribute window for the Annotators-markable –80-YES-SUM–.