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1. Introduction

The derivationd view of phonetics-phonology (Ladd, this volume) expresses an intuition that
seems vdid, namely, that there is a diginction to be made between quantitative and quditative
aspects of phonetics-phonology. Incomplete neutrdization (Ernestus and Baayen, this volume)
and other phenomena like it indicate that the specific way of drawing that distinction is too rigid.
At the same time, these phenomena underscore the need for a different forma language, where
discrete and continuous aspects of phonetics-phonology can interact. A way of reconciling the
core intuition of the derivationd view with phenomena like incomplete neutrdization is put forth
by usng the mathematics of nonlinear dynamics. This dlows one to integrate the continuous and
the discrete without the additional posgtulate that phonology be derivationaly antecedent to
phonetics.

2. Two views of phonetics-phonology

How are the quditative aspects of phonologicad competence related to their varigble and
continuous phonetic manifestation? This quesion defines the so-cdled *phonetics-phonology
problem’ and it has been one of the centrd themes of laboratory phonology (Beckman and
Kingston 1990:1). It is ds0 an indance of a broader question in cognitive science, namely, the
guesion of how to relate the low dimensond, discrete aspects of cognition to the high
dimensond aspects of peformance, as shown by pardle research in vison (Haken 1990),
biologica coordination (Turvey 1990), agent-environment interaction (Beer 1995) and other
domains.

At a broad level, there are two views on the formdization of theories aming to address
this centrd quedion. One view, firmly edablished with the devdopment of generative
phonology (Chomsky and Hale 1968) and subsequently eaborated and refined in important
ways, podts that the rdation between quditaive and quantitative aspects of phonetics
phonology conssts of a process of trandation from discrete symbols to continuous physica
properties of an articulatory and acougtic nature. In Ladd’s words, “we need to think of phonetic
redization as a mapping between a categoricad symbolic representation and a quantitative
physcd sgnd” (Ladd, this volume6). This is the view in the background of most current work
in phonetics-phonology and cognitive science in generd, eg., see the notion of transducer in
Fodor and Pylyshyn (1981) and also Harnad (1990).

An dterndive, rdativdy more recent and less widdy explored view builds on the
mathematics that can express both the discrete and the continuous aspects of complex systems,
the so-cdled nonlinear dynamics (see Smolensky 1988, Port and van Gelder 1995 for a proposa
and a sample of agpplications of the dynamicd view in cognitive stience, respectively). In
phonetics-phonology, a precedent is Browman and Goldstein’'s (1986 et seq) research
programme. An important contribution emerging from Browman and Goldsein's work is a
formdly explicit theory of dynamicaly defined phonologica representations. Roughly spesking,



this theory implies that the atoms of phonologica representations must be @nstrued as unfolding
in time (gestures) and that universal as well as language-particular principles may refer to this
tempora dimension of phonologica form (Browman and Goldstein 1986, 1995, Gafos 2002).

The god in this paper is to broaden the argument for the dynamicd view by focusng on
a soecid case of the fundamenta question here, the subtle context-dependency of phonologica
neutraization. As | discuss in cetan wdl-documented cases of phonological neutradization
granmaticad requirements interact with variadble environmenta conditions (here, Speskers
intentions to convey contrasts). This turns out to be a problem for the derivationd view of
phonetics-phonology. The specific am is to show that a dynamics modd predicts this context
dependency of neutrdization, an aspect of the problem tha has remained outside the scope of
previous models.

3. The problem: final devoicing

To date the problem in most generd terms, it is useful to review the three main components of
cognition: perception-computationtaction, as shown in (1) (Cariani 1989). For example, in a task
where a ligtener is asked to produce the plura of a spoken word, the perceptual system identifies
the angular form, say, the percept [glik], the grammar computes the plurd form [diks], and
findly the output computed by the grammar isimplemented as vocd-tract action.

(2) Main components of biologica cognitive agents. perception, computation, production
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A fundamentd fact left out from this description of the perceptioncomputation-action
loop is that the cognitive system is embedded in a continuoudy varying environment. Moreover,
al three components of the syssem have the remarkable capacity to ded with various sources of
varighility in that environment.

Congder two prototypica examples from production and perception. It is well known
that the timing characteristics subserving various segmental contrasts are dependent on speech
rate. For example, Summerfield (1981) shows that the VOT boundary (onset of voicing relative
to ora release) between voiceess and voiced consonants changes as a function of speech rate. As
rate increases, speskers productions of voiceess and voiced consonants shift towards shorter
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vaues of VOT. In turn, ligeners are sendtive to such variations, and adapt flexibly to different
rate conditions. Another example is illustrated with the durational boundary between single and
double consonants in examples like “topic” and “top pick”. This boundary is not invariant but
depends on the rate of the utterance these tokens are part of. The fagter the rate, the lower the
boundary vadue. Ligeners ae sendtive to this rate-dependent change in the sgnd. A given
dlence duration is judged differently depending on the rate of the utterance. Smilar results hold
for the didtinction between /9-/s5/ in Japanese, a language with didtinctive consonant length (see
Miller 1981 for areview).

So far then we see that production and perception are stable in that varying some externa
parameter leaves the quditative nature of the system, the digtinct categories, undtered. These
gysdems ae adso flexible, because they adgpt to varying environmental requirements, such as
gpesking fast or dow.

Next, condder an example from the cross-linguisicaly common phenomenon of find
devoicing. The phonologica description of find devoicing or neutrdization is smple. In certan
languages, obgruents ae voicdess syllable-findly (Bloomfidd 1933:218, Trubetzkoy
1969:213). See (2) for representative examples from German and Ernesius and Baayen (this
volume) for Dutch.

(2 Rad ‘whed’ [kat]  (NOM.) [wados] (gEN.) inferred underlying form = /kad/
Rat ‘advice [kat]  (NOM.) [xats] (gen.) inferred underlying form = /kav
Bund ‘associaion’ [bunt]  (NOM.) [bundes] (@eN.)  inferred underlying form = bund/
bunt ‘colorful’ [bunt]  (SNQ.) [bunte] (pI.) inferred underlying form = /bunv

The dtuation is more complex in the phonetics of neutrdization. There are two main
reults. Fird, neutrdizaion is incomplete in that the [t] in [bung] ‘a@ssociation’ is not identica to
the [t] in [bunty ‘colorful’. Even though both forms are transcribed with a voicdess [t], the mean
of the varigble indexing lack of voicing differs between the underlying [-Voiced], [+Voiced]
consonants. The later’'s mean is dightly shifted toward less extreme vaues of devoicing or
towad more “dight voicng” in Ermesus and Baayen's (this volume) tems Specificaly,
differences can be observed in vowe duration, consonant closure duration, and period of glottd
pulsng during the consonanta closure. See, among others, Dinnsen (1985) for a review of other
indances of incomplete neutraization, Dinnsen and CarlesLuce (1984) on Cadan find
devoicing, Fougeron and Steriade (1993) on French schwa elison, and Charles-Luce (1993,
1997) on Catdan voicing asimilation and English flapping, respectively.!

Second, neutrdization shows a subtle dependency on the communicative context. This
can be illugsrated with the following task, from Port and Crawford (1989). In one experimentd
condition, speskers are asked to read a lig of words in isolation. In the another condition,
speakers are asked to read sentences like Ich habe Rat(Rad) gesagt; nicht Rad(Rat) (“I sad
Ret(/Rad) not Rad(/Rat)”) while a German assstant, who is present in the experimental seiting,
is assigned the task of writing down the order of the test words in such sentences. In this second

! Fourakis and Iverson (1984) ascribe the incompleteness of neutralization to “hypercorrection under linguistically
artificial conditions [AG: orthography in word list reading]” (149). But Catalan, a language where incomplete final
devoicing has been documented, lacks an orthographic distinction between word-final underlying voiced and
voiceless stops (see references in the text). See also Charles-Luce (1985:318-9), Port and Crawford (1989:258-9),
and Ernestus and Baayen (this volume) for related discussion.
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condition, then, speskers are encouraged by the context to convey the contrast more than in the
word lis reading condition. The observed result is a dronger verson of incomplete
neutraization than in the word list reading condition (where no assdant is present). This is to
sy that the means of the variables indexing voicing shift even more toward less extreme vaues
of devoicing (Port and Crawford 1989, see also Charles-Luce 1985).

The incompleteness of fina devoicing and its systematic dependence on context are
characterigic of the flexibility and gability of the phonetics-phonology system. On the one hand,
there is a conagently reproducible aspect of the phonetics-phonology of German, identified with
find devoicing (stability). On the other hand, the phonetics-phonology sysem is flexible in
dlowing spesker’s intentions to shift the phonetic output in ways that deviate dightly from the
ided grammatica optimum (flexibility).

Condder how the derivaiond view of phonetics-phonology deds with ability and
flexibility, in generd. The symbolic condructs of phonology are by definition sable — they are
mental redities abdracted from the environment (axiomatic dability). The grammar is dable
because its essentid congdructs are symbolic in nature. Hexibility enters the life of the phonetics:
phonology system in phonetic implementation, &fter the grammar has computed an ouput or
‘interface representation’ in Ladd's terms. In phonetic implementation, symbolic units are
trandated to vocd tract action under different conditions — different speech rates, styles, socid
contexts, etc. — and environmental variables begin to introduce their effects.

However, the incompleteness of neutrdization does not fit comfortably in this view. This
is illugtrated in (3). Find Devoicing changes the voicing vaue of the find obstruent in /bund/ to
[-Voiced]. This diminaes the contrast between the fina consonants of /bund/, /bunt/ a the
output of phonology, exactly as a ‘neutrdizaion’ rule should do. Consequently, phonetic
implementation, whose role is to flesh out phonology’s output as voca-tract action, is now
unable to deliver the differences observed in the redlizations of /bunt/ versus /bund/.

(3  Ruleof Find Devoicing, FD: [+Voiced, —Sonorant] > [-Voiced] / _]°

Underlying forms Output of phonology Vocal-tract action
/bunt/ [ [bunt] > [t], wide glottdl aperture
/bund/ O [burt] (viaFD) > ? [t'], lesswide glotta aperture

It is clear that incomplete neutrdization requires some revison of the sandard
phonology-phonetics  view. Accordingly, the incompleteness of find devoicing has led to
aguments for relaxing one of the foundationd assumptions of that view, the ordering of
phonology before phonetic implementation. See Dinnsen and Charles-Luce (1984:58),
Sowiaczek and Dinnsen (1985:338) for Catalan and Polish, respectively.

Another approach is to aply Find Devoicing a the same time as phonetic
implementation (Ernestus and Baayen, this volume, Port and O'Ddl 1985). As Ernestus and
Baayen observe, the man problem with this proposal is that phonology becomes
indiginguisheble from phonetic implementation. Fina devoicng is an agppect of German
phonology. By moving it to phonetic implementation, find devoicing must be reformulated in a
different forma language, the language of phonetic implementation, usng continuous
mathematics. The proposd to be fleshed out here begins with the chdlenge of mantaining the
diginction between quditative versus quantitative aspects of phonetics-phonology by proposing
an appropriate parameterization of the phonetics-phonology system.

4



The second, equaly important characterigic of incomplete neutraization is its systematic
dependence on the communicetive context. To date, | am not aware of any previous formd
treetment of this effect. This phenomenon is an example of what Liberman (1983) refers to as
phonologica systematicities which are “modulated by ... pardinguigic parameters’ and which
are “not well modeled as feature- or structure-changing rules’ (271). The grammar output is
quantitatively shifted by intentions, but intentions ae not the kinds of primitives that are
described as being part of the grammar — they are pardinguidtic.

The chdlenge for the derivationd view of phonetics-phonology is that, on the one hand,
placing find devoicing in the phonology captures the fact that find devoicing is a quditeive
property of German, but it cannot account for the flexibility of the phonetics-phonology system.
On the other hand, moving find devoicing to phonetic implementation would dlow it to be
modulated by extra-grammaticd, continuous factors but loses gght of the fact that find
devoicing is an aspect of German phonology.

The dternative to be proposed here is a non-deivaiond (pardld) way of rdating
discrete aspects of the grammar and continuous, environmental variables. This promises to
bypass the ordering problem, under the assumption that there is a coherent way to make
continuity and discreteness coexist within the same forma language, and dso that there is a way
to a leest describe and a best deive phenomena like incomplete neutrdization. The
mathematics of nonlinear dynamics sdidfies the fird assumption, as discussed in the next
section. Subsequent sections take up the issue of deriving incomplete neutrdization, using basc
concepts of nonlinear dynamics.

Before leaving this section, | condder whether phonologicd modds deding with
vaiadility can be of hdp with the problem faced here. In a rule-based modd (Chomsky and
Halle 1968), we may condder ‘variable rules as in Sankoff (1987) or Cedergren and Sankoff
(1974). In Optimality Theory (Prince and Smolensky 1993), we may condder the ‘stochastic
evauation method for condraint interaction as proposed in Boersma and Hayes (2000). To
illudtrate, in the latter modd, if two condraints are sufficiently close on a rank scde, a amdl shift
in their rank values can result in C1 >> C2 or C2 >> C1. In the specific example, the congdraints
are C1 = NoVoliceDCoDA, C2 = FAITH(Voice). Ther vaiable ranking would give rise to
underlyingly voiced obstruents being produced sometimes voicdess (when C1 >> C2) and
sometimes voiced (when C2 >> C1).

These modds ded with a different type of variation from that addressed in this paper.
They ded with varigtion among discrete adternatives. In the present case, however, it is not tha
the voiced obstruent is produced sometimes voiced and sometimes voiceess. Rather, the mean
vadue of voicdessness gradudly drifts toward less extreme vdues, and it does so lawfully as a
function of the communicative context. Hence, those modds are ingpplicable to this type of
variation, which | will cal lawful continuous variation.

There is, however, another class of modes with the capacity of handling continuous
dimensons, the so-cdled exempla models of memory and categorization (Hintzman 1986).
Recently, Pierrehumbert (2001, 2002) has developed an gpplication of the exemplar paradigm to
phonetics-phonology, with atention to variation and fine phonetic detals in the redization of
phonological categories. Specificdly, in that gpplication, variation in production is achieved by
averaging and/or randomization over a st of memorized exemplars of a category, generating a
so-cdled ‘echo’ of the category. The crucid observetion here is that the variaion involved in
find devoicing has a sysematic component, as changes in environmenta variables result in



sysematic gradud drifts toward more or less voicing. This context dependency is not accounted
for by an averaging and/or randomization method, asin fact noted in Pierrehumbert (2002:19).

4. Phonetics-phonology in a dynamical setting

To develop a pardld view of phonetics-phonology, the essentid indghts of the fidd mugt be
recas using the mathematics of nonlinear dynamics. Thus, phonetic categories, representations,
condraints, and grammars must be given a dynamicad formulaion. For phonetic categories and
representations, some of the foundationa work in these domains has been couched in terms that
are a least consgstent with the dynamical approach. See Stevens (1972, 1989), Petitot-Cocorda
(1985), Kingston and Diehl (1994), and references in section 2 on Browman and Goldstein’s
work. In this section, | focus on congdraints and grammars. To anticipate, my specific proposd is
that condraints are attractors and that grammars are attractor landscapes. Both notions are basic
to nonlinear dynamics.

To begin, phonologicd condraints are formulated as competing attractors (Thompson
and Stewart 2002:45). Attractors define preferred modes for the macroscopic parameters of
phonology. For example, the condraints “BE VOICELESS' or “BE CORONAL" state preferred
vaues for the phonologicad parameters of Voicing and Place of aticulaion. In (4), two
competing congraints C1, C2 are depicted as two attractors; attractor 1. ‘have property P,
attractor 2: ‘not P. Taking Voicing as an example and letting x represent the parameter of glotta
aperture, the system can be in two dates. Either it is “Voicdess’, it has propety P, or it is
“Voiced’, it does not have property P. The first date is represented with the minimum & some
postive vaue of the glotta aperture varigble x, and the second dtate with the minimum a the
some negative vaue of the same variable (the actud vaues and their 9gns are not crucid in the
present context).

4 Phonologica condraints as competing attractors

V(x)

"not P" (= C2) "P" (= C1)

The figure in (4) represents the assumption thet, in a language with a Voicdess'Voiced
contrast, the Voicing parameter draws vaues from two recognizebly digtinct parts of its date
gpace (the state space is the entire x-axis). It thus describes quditatively digtinct modes of the
voicing system, or in other words it describes a dimenson of macroscopic order in phonologica
form. For thisreason, it iscalled an order parameter (Haken 1977).

Intuitively, we may interpret the behavior of an order parameter by means of a bdl
moving in the potentid V(x) shown above. Clearly, the bal ends up in one of the two attractors,
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the macroscopic observables of the system. The attractor landscape shown there is known as the
‘anharmonic oscillator’ and it is described by the potentid function V(X) = (-1/2)*(x*2) +
(L/4)*(x"4)).

Given that macroscopic order is expressed via order parameters and congraints referring
to these, wha is the reaion between these parameters and traditional symbols? Specificdly,
what is the symbol [""Voiced] in the dynamicd formulation of the voicing disinction? In the
dynamicd formulation, the symbol is insgparably linked with its phonetic substance. It is not
derivationaly antecedent to that substance and therefore it does not need to be trandated to that
substance. Eco, who has studied the foundational notion of symbol closdy, writes “One cannot
goeek of a form without presupposing a matter and linking it immediately (neither before nor
after) to subgtance’ (1984:23). Next, how is the dability of macroscopic order achieved in a
dynamica formulation of phonetics-phonology? Attractive modes are dynamically stable, that is,
they exhibit smdl fluctuations around their mean dates (the two minima shown above).
Fluctuations are inevitable due to noise. Noise is inevitable because complex systems described
by low-dimensond dynamics are coupled to various subsystems a a more microscopic levd. In
our case, the control of voicing, the microscopic level corresponds to the neuronal, aerodynamic
and myodynamic subsystems (Titze 1988).

Following Haken (1977), | describe noise as a smdl, random perturbation force pushing
the representative point of the sysem x, the podtion of the bdl, back and forth randomly.
Randomness introduces stochadticity and consequently we can only compute the probability for
finding x within a given intervd of vdues of x. This probability is described by the probability
digribution function f(x) multiplied by the length of the interva. Two probability digribution
functions corresponding to two different potentias are shown in (5).

) V(X) and probability distribution function f(x) for two potentids

V(x)

V(x)

It can be seen that the probability to find the system around the mean date(s) of the
attractor(s) is quite high. The probability to find the sysem a some other point decreases quickly
as we move away from the mean gates but it may not be zero. In short, the preferred modes of
order parameters, the attractors, are resstant to noisein a probabilistic sense.

Noise is inherent to the process of modding a phenomenon in dynamicd terms and it can
be used to generate predictions. Specificdly, noise has a differentid effect on the order
parameters depending on the srength of the attractor. To illudtrate, imagine the bal in the wel of
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a srong attractor. As a classic example, consider the bdl at point B below. Here, noise has a
amall effect in causing minute perturbations around the mean Sate.

(6) Ungtable (A) and stable (B) equilibria

Now, imagine what happens when the bal is put a point A. Due to random fluctuations,
the bal ends up a the left or the rignt dde. A is an undable point. This illustrates that
fluctuations can have dramatic effects a highly unstable regions. In dynamics, then, it is possble
to exploit noise to discover the dtable attractors of the system. Noise can be measured by the
variance or standard deviation of some essential variable x around the attractive state. The more
dtable the attractor the smdler the deviation from the attractive Sate.

| now tun to a fundamentd ingght on grammars, namdy, the idea that the quditative
agpects of linguigic form are the result of condraint optimization, and specificdly the notion of
condraint ranking. Both of these derive from Optimdity Theory (Prince and Smolensky 1993).
In the proposed modd, condraint ranking is modded as reorganization of the attractor
landscape. This is illudraied in the figures beow, which show two quditatively different
reorganizations of the attractor landscapein (4).

) Congraint ranking as reorganization of the attractor landscape — compare with 4

1 V() 1 V()

C2>>Cl1 Cl>>C2

To do this, we adjust the so-cdled ‘control parameter’ k in the potentid function V(x) =
k*x + (1/2*(x*2) + (U4)*(x"4) which determines the tilt and direction of the potentid (see
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Tuller et d. 1994 for an application to perception). Thus in (7), the potentiad to the left
corresponds to k = 1, the one to the right to k = -1, and the potentid in (4) corresponds to k = 0
where the two congraints are unranked. It can be seen that the shift from C1 >> C2to C2 >> C1
or vice versa implies an intermediate stage where C1, C2 are unranked (due to -1 < 0 < 1). Thus,
gramma change implies varigion. This is a corollay of the dynamicd formulaion of condraint
ranking that seems consgent with the course of sound change (eg., Lass 1997:64, 287,
Sommersein 1977:250-1). Moreover, it is possble to mode fine, probabilisic variation in
congraint ranking by smoothly varying the control parameter k. As k modifies the attractor
landscape, the probability digtribution function over that landscape changes accordingly, thereby
modulating the probabilities of the different dates the sysem may resde in. However, | cannot
illugtrate these consequences of the modd in detall here.

In the remaining, | focus on two propeties of nonlinear dynamics tha are of critica
importance in modding complex sysems in generd and phonetics-phonology in particular. The
fird property is nontlinearity. A sysem exhibits nonlinearity when large or discontinuous
changes can be observed in the behavior of that sysem as some control parameter varies
smoothly. Examples in naturd systems abound (Haken 1977, Winfree 1980). One such example
from biological coordination is briefly mentioned here. Keso (1984, 1995) observed that when
adults are asked to move thar index fingers in an anti-phase pattern (both fingers move to the
left or the right a the same time), they can peform this task over a wide range of cycling
frequencies. But as frequency is increased, subjects show a spontaneous shift to an in-phase
pattern, that is, to a pattern where the fingers move toward each other or away from each other at
the same time (this quditaive change is commonly referred to as a bifurcation by
mathematicians, or a phase trangtion by physcists). In this example, then, gradud changes in
cycding frequency drive the coordination system from one dable mode of coordination to
another, anti-phase to in-phase. The phenomenon has been modeled in dynamica terms by Keso
and colleagues. For arecent review, see Wing and Beek (2002).

To return to phonetics-phonology, the formulation of condraint ranking given above
exploits the property nonlinearity. The sysgems in (4) and (7) are quditativey different. They
correspond to digtinct Optimality Theoretic grammars, “C1, C2 unranked” in (4) and “C1 >>
C2’, “C2 >> CI” in (7). Wha makes this formulation of congraint ranking particularly relevant
to phonetics-phonology is that it comes with a handle for driving the sysem from one quditative
dstate to another, as a consequence of varying the control parameter k. So from smooth,
continuous variation in some control parameter, disinct grammars can emerge. In nonlinear
dynamics, then, continuity and discreteness coexist and interact within a unified framework. By
contrast, in a derivationd phonetics-phonology, there is no way to express this interplay between
continuity and discreteness In such a modd, vaidion in continuous or environmenta
parameters cannot affect the discrete aspects of phonetics-phonology. Phonologists working on
the phonetic bases of phonologicd patterns have encountered (instances of) this limitation
repeatedly. Steriade (1997) has expressed this most accurately and succinctly: “phonetic
implementation has to live with prior decisions taken in the phonology” (1997:3). To generdize
the same, in the derivationd modd, the continuous aspects of phonetics-phonology are endaved
by the discrete dimensions of the sysem. But as Browman and Goldstein have pointed out, there
are clear cases of bi-directiond interaction between the discrete and the continuous, or between
the macro- and micro-levels of description in their terms (see Browman and Goldstein 1995).

Perhgps the most driking evidence that continuous or extra-grammatica parameters do
affect the grammar derives from dternations sendgtive to quas-categoricd or continuous
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parameters. An example is vowel ddetion under increase in the continuous parameter of rate,

eg. parade, Toronto, [p‘red], [t'ranto]. Crucidly, it is not that the schwa is hidden in fast
goeech due to increased overlgp with its surrounding consonantd gestures (Davidson 2001).
Rather, the schwa is categoricdly deleted, and a least for some speskers this is a systematic
result of the continuous scding in the control parameter of rate. In the derivationd view, since
rae is an extragrammaticd parameter it cannot affect grammatical computation. In that view,
rate can only effect gradient changes in the phonologicd output. This means that the vowd can
shorten or lengthen (recal Ladd's ‘continuous mahematics for phonetic implementation), but
not deleted categoricaly. Deletion is a symbolic operation that needs to be described in the
language of ‘discrete mathemdtics. By contrast, in the dynamical view proposed here, it is
possble to express this interplay between continuity and discreteness. In broad terms, the
goproach is the same with that developed later on with respect to incomplete neutrdization.
There are two quditatively diginct modes, vowd-present and vowel-deleted. As the control
parameter of rate is increased, the vowd-present mode becomes progressively less stable. When
a criticd vdue of rate is reached, a hifurcation in the sysem’s dynamica behavior occurs and
the output changes discontinuoudy to the vowe-del eted mode.

| now turn to the second property of nonlinear dynamics, scaing. Working on biological
movement, Sdtzman (1995) defines scaing as the “Lawful warping of a movement’s form that
can occur within parametric changes dong performance dimensons such as motion rate and
extent” (1995:152). To illustrate scaling, condder how the potentia function in (8) changes as
the control parameter k varies. However, focus now is not on the quditetive changes (the non
linearity property), but on the quantitative ones. Thus, for k > 0, see top row of the figure, as the
control parameter changes the sysem retains a quditaive sameness of form — there is a angle
attractor. But variation in k does affect smoothly the attractor landscepe. For example, from k = 4
to k = 1 there is a change in the strength of the atractor, as is evident from the flattening of the
wadlls in the attractor's basin. Next, when k passes through a criticd value (here, zero), suddenly
a quditative change occurs, and the sysem jumps to a bistable regime, with two datractors
(bottom row). Here too, observe that as k changes from k = -1 to k = -2, the stable points (the
two minima) drift gpat smoothly. Overdl, then, within the ranges of k > 0 or k < 0 the
macroscopic form of the sysem remains undtered, but variation in k does affect quantitative
aspects of that form.
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©  llustrating scaling with V(x)=(- 1/2)* k* (x2)+(L/4)* (x4))
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An example of scding from phonetics-phonology is illugtrated in Gafos (2002). The
rlevant pat of that work is concerned with modeding the effects of rate on find consonant
clusters in Moroccan Arabic. Briefly, the rdevant facts are as follows. At a norma speech rate, a
find duger of two heterorganic consonants is produced with an intervening acoudic release,
known as an open trangtion, eg. [kat®b], active participle of ‘to write. At fadter rates, the
intervening relesse is not present, [tb]. A computationd Smulaion with a modd of gesturd
dynamics shows that the tempora rdation between the consonants tha gives rise to the
perceptua resut of the open trangtion is the one in (9a). This reldion is such that the onset of
movement for the lips gesture for /b/ is initisted around the mid-point of the tip-blade gesture for
It/, the so-cdled c-center of /t/. As a consequence of this relation, the achievement of the target
for the /b/ gesture, lip closure, takes place after the release of the /t/ gesture. There is, thus, a
period of no condriction in the trangtion between /t, b/ thet is identified as an open transtion.
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(9)  Effectsof rate on gesturd movement in a sequence of two consonant gestures

- 1=
rt = r=t
=, Fast

K
‘e waset
S H A
‘oo Cc-Copter

4

v orsleaze

o

The effect of increesng rate on the gesturd kinemdics is examined by increasing the
control parameter of gesturd diffness, in Browman and Goldstein's (1995) modd. In agreement
with the data, the smulaion shows that as rae is increased, the trandtiond acoudtic release
between the two consonants disgppears — the consonants are produced in close trangtion, as
shown schemdicdly in (9b). This change from open to cdose trandtion is an observable
consequence of scding. Qudlitatively the same timing relation between two consonants can have
different acoustic consequences — the presence or absence of the trangtiond acoudtic release — as
the control parameter of speech rate changes smoathly.

Next, | consder how the concepts introduced here can be applied to our specific problem,
the incompleteness of neutrdization and its dependence on the communicative context.

5. Grammar dynamics
A firg gep in a dynamicad modd of a naturd system is mapping the macroscopic observables to
attractors of a hypothesized model underlying that system (Kelso, Ding, and Sch™ner 1992).

Consder the specific phenomenon addressed here, a language with find devoicing. The
relevant macroscopic observable is the devoicing of find obstruents, an aspect of the language's
granma. To spdl out this language-particular property in dynamica terms, a grammar potentia
function must be specified that contributes an attractor a a vaue of voicing x°, where x° = [-
Voiced]. Assume that voicing is indexed with the parameter x of “glottd aperture” a tract-
vaiable in Browman and Goldsein's dynamica representations. Then, as shown in (10), the
grammar dtractor gppears a the right sde of the x-axis, a some postive vaue of glotta
goeture characterisic of voicdess obsruents. Bdow | explan how to derive the specific
grammar potentid function from basic assumptions.
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(10)  Potentid function in adynamica modd of find devoicing

1 V&

more voicing X

"Be Voiceless"

Intuitively, this is like the Optimdity Theoretic formulation of a devoicing grammar
“NoVoiIceEDCODA >> FAITH(Voice)” or the rule-based andog “[—Sonorant] [0 [-Voiced] /__]°".
However, the dynamicd formulation alows us to modd the grammar’s interaction with context
and ultimatdy derive phenomena like incomplete neutrdization. Note that | do not examine the
independent issue of why grammars develop properties like find devoicing. See Steriade (1997)
for aproposa.

| now describe the grammar dynamics formdly. As in any dynamicd system, grammar
dynamics is defined by a differentid equation of the generd form dx/dt = G(x). Intuitively, this
equation embodies the ‘dynamic lav’ obeyed by the sysem. A proposed dynamicad mode of
some phenomenon is a good mode to the extert that aspects of the phenomenon in question
correspond well with quditative properties of its mathematical formulation (see section 7).

As a working hypothess, | assume that the ‘tilted” anharmonic oscillator provides a first
goproximation for the grammar dynamics G(x) = dx/dt = — k — x — x*3. Severd biologicd
sysems have been characterized by polynomid dynamics of degree three or less. For this and
other reasons, our working hypothesisis not a bad assumption.

Given —dV(X)/dx = dx/dt and G(x) = — k —x — X3, we can compute by integration the
potentia for the grammar dynamics V(x) = k*x + €1/2) * (x"2) + (1/4) * (x"4) for some k >0
and up to some congant term C which can be ignored as it does not affect the discussion or the
quadlitative results of the smulations. ThisV(x) isthe potentid shown in the graph above.

The ultimate god is to Stuate grammar in communicative context. We know that G(x)
has a stable point a the grammaticaly required value of x = . We aso know that the observed
vaue of voicing is modulaed by extragrammaicd paramees. Voicing is modulated by
orthography, as shown in Ernestus and Baayen's work (this volume), and by intentions as shown
in Port and Crawford's (1989) work. In what follows, | use intention as the extra-grammatica
parameter, without loss of generdlity.

The basc fact of interest is that intentions can shift the preferred grammar modes. How
can we formulate this in a principled way? The core idea to be fleshed out is that intentions
contribute to the grammar an attractor corresponding to the intended form. The intention to
communicate a lexeme with a find voiced consonant, in paticular, is defined as a pat of a
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dynamics that attracts the order parameter toward the intended voicing. In turn, intentions are
congrained by the grammar dynamics, namey, by how forms ‘should be produced’ in specific
contexts. Overdl, then, grammatica requirements sometimes compete and sometimes cooperate
with varigble environmentd conditions (intentions). The phonetic output is the result of this
combination of grammar dynamics and intentiond dynamics. Incomplete neutrdization will
follow asaspecid case of thisinteraction.

6. Intentional dynamics
To dtuate grammar in communicative context, we need an gppropriaie dynamic formulation of
intentions

Informaly, intentions are communicetive goals. Let us assume a communicative act
wherein the spesker's god is to convey the lexeme Rad ‘wheedl’ as opposed to Rat ‘advice'.
Intentional dynamics adds an attractor a the required vaue of voicing {°, X}, where ¥ ‘=’ [-
Voiced], = ‘=" [+Voiced]. The potentiad V/(x) for these two vaues is shown below. Note that
intentions are mutudly exclusve. One can't intend Rad and Rat a the same time — viz. the bal
can only be in one of the two attractors.

(11) Dynamicad modd of “Voiced” and “Voicdess’ intentions

|
V(x)

. -
\ [}

"Voiced" "Voiceless"

| now describe the forma mode for intentions. The dynamics of intentions in the context
of a grammar G is modeled by the dynamica system dx/dt = G(x) + I(x), following Schéner and
Keso (1988) on coordinated movement by humans. Intuitively, the ‘dynamic law' obeyed by the
combined sysem is given by a linear combination of the grammar dynamics G(x) and the
intentiona dynamics I(X).

I(X) is the smplext function that adds an attractor a the (intentiondly) required vaue of
voicing. That is, I(x) = intent * (%2 - X). In this function, ‘intent’ is a linear term representing
the reaive drength of the intentional contribution. The higher the vaue of ‘intent’, the stronger
is the intention. The term X=° takes vaues from &, ¥}, that is, the values for glottal aperture
corresponding to [+Voiced] and [-Voiced].

Given these assumptions, the contribution to the grammar dynamics that adds an atractor
a the requred vaue of voicing is given by the potentids shown above. To derive these
14



potentials, we start with —dV (x)/dx = dx/dt = G(xX) + intent * (X**9 - x), and by basic calculus, we
compute the part of the potentid that corresponds to the intentiona dynamics V'(x) = (1/2) *
intent * (x*2) - intent * x*2 * X, up to a congtant C which can be dropped since it is of no
quditative significance in the context of this discusson and the smulations. It is this V'(x) that is
shown in the graph above.

| now sum up the essentid ingredients of the proposd, in (12). There is a
parameterization in tems of a ‘quditative order parameter, the degree of voicing, and a
‘quantitative’  control  parameter, the degree of intentiond drength, shown in (12ab)
respectively. Order parameters describe the quditative or macroscopic form of phonology and
grammar principles refer to such parameters (see Gafos 2002 on gestural coordination relations).
As seen in section 4, control parameters subject the order parameters to gradient drifts (the
property of scaling). Beyond certain windows of variation, control parameters may lead to
nonlinear jumps or hifurcations of the order parameters to different quditative modes (the
property of nonlinearity). In our example, the control parameter is intentiond drength. As shown
in (12¢), there is ds0 an ‘interface’, the hypothesized modd relating these two parameters, dx/dt
= G(x) + intent * (X**2 - x), where G(x) = —k —x — x3. Crucidly, however, this ‘interface’ does
not trandate symbols to continuous sgnds. Rather, it Sates a dynamic linkage, in the form of a
tetable reation, between a grammaticd (order) parameter and a non-grammaicd (control)
parameter. The linkage is dynamic because the two parameters it relates are interdependent and
changing quantities, as seen in section 3.

(12)  Nonlinear dynamics as the linkage between the quditative and the quantitative
a X (degree of voicing) order parameter; categorical/phonologica
b. intent (degree of intentiona strength) control parameter; quantitative/scalar

c. dx/dt = —k —x —x"3 + intent* (X**°-x) the ‘interface’; the dynamic linkage between
the order and control parameters

In short, this is the core proposa of this paper, an dternaive conception of the
‘phonetics-phonology interface  where nonlinear dynamics offers a non-derivationd way of
relating qualitative and quantitative aspects of phonetics-phonology.

7. Simulations of grammar in varying intentional contexts
| now Smulate the combined dynamics grammar with intentionad information. The parameters
manipulated in the smulations are intention and its associated Strength. Intention is categorically
gther Voicdess or Voiced, corresponding to the underlying vaue of the find obstruent in
examples like Rat, Rad. Intentiond strength is a scdar variable, which varies continuoudy in the
interva [0, 1]. A vaue closer to O corresponds to a context where the spesker’s intention to
communicate the contrast between Rat and Rad is weak, as would be the case n the word-lig
reading, assdant-absent condition. Higher vaues correspond to communicetive contexts with
gronger requirements for expressng the contrast as would be the case in the assgtant-present
condition.

Condgder firgt the case where the intention is a Voiceess obstruent, Rat ‘adviceg. The
intentiondly required voicing vaue coincides with the grammaticaly prescribed vadue. They are
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both Voicdess. In this case, then, we have cooperation of intentiona requirements and grammar
dynamics. As the figure bedow illudrates, there is no quditaive change in the resulting
dynamics, indicated by the fact that the stable point remains fixed at the same vaue of x (° ‘=

[~V oiced)).

(13 Grammar dynamics as modified by intentional information [-Voiced]

~ 1 V()

for three different values of intentional strength, 0.0, 0.3, and 0.6.

Congdder now the more interesting case where the intention is a Voiced obstruent, Rad
‘whed’. Here, the grammar dynamics contributes an atractor a the voicdess end of the x axis
(the right sde) and the Voiced intention contributes an attractor at the voiced end of the x axis
(the left 9de). In this case, then, the intentiondly required vaue does not coincide with the
grammatically prescribed vadue. We have competition between grammar and intention. An
ingdtance of this competition is shown below.

(12 Competition between grammar and intention, when intention is Voiced

Gammer dynamics Intentional dynamics
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The result of the competition schematized above is that the Voicedess atractor dowly
drifts toward less extreme values. This scding of the sysem’s dynamics is shown more clearly in
the figure below. It is observed that, as intentiond drength increases, the potentiad is gradudly
puled awvay from the [-Voiced minimum towad more voicng. This is incomplete

neutrdization.
(14)

Grammar dynamics as modified by intentional information [+Voiced]
V(x)

for three different values of intentional strength, 0.0, 0.2, and 0.4.

The effect of communicative context is directly cgptured in this modd by the factor of
intentional  drength, and its effects on the dynamics. Ovedl, then, the two facts about
neutralization, its incompleteness and its dependence on the communicetive context, can be
derived using basic concepts and tools of dynamics.

In amulations with this model not shown here, when the intentiond strength for Voiced
obstruents is increased beyond some reatively high vdue (> 0.78), the sysem changes
discontinuoudy o0 that the only stable mode gppears dl the way a the other end. That is the
atractor is now a the Voiced end of the voicing continuum. The modd then predicts a
bifurcation, a quditative change in the sysem’'s dynamics, as a result of a continuous increase in
intentional  strength. Indeed, if necessary, German speskers can produce Voiced obstruents as
voiced in the neutralizing context (Rad as [xad)]).

To sum up, the present modd combines two seemingly incompatible ingghts from
Ernestus and Baayen's (this volume) paper. The fird is that “incomplete neutraization seems to
be pat and parcd of the gramma” (14). In the modd, this is reflected in the way intentions
parameterize the grammar. The second idea is that “incomplete neutrdization may wel be
primaily a lexicd effect” (13). This is reflected by identifying intentions with basic lexicd
forms The intention for Rat is identified with an attractor & the voicdess end, wheress that for
Rad with an attractor at the voiced end (of the order parameter, Voicing). As a consequence,
intentions  attract the order parameter toward the intended ‘lexicd’ voicing. For voiced
obgtruents, specificdly, incomplete neutrdization follows.
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8. Conclusion

The view of a phonologica component preceding a phonetic implementation component is one
way of expressng the intuition that phonetics-phonology is a sysem with quditative and
quantitative aspects (Ladd, this volume). However, it may not be the only way. A look at other
complex sysems may provide clues for dternative desgn methodologies. Given the preeminent
view of language as a ‘biologica object’ (Chomsky 2000), biologicd systems are the natura
candidates. In theoretica biology (Waddington 1970, Pattee 1973), organisms described at the
macroscopic level exhibit low-dimensond quditative properties of consderable smplicity. At
the microscopic level, the physicochemica processes of molecular biology are vadly detailed
and continuous. Here, the temporad metaphor clearly falls. It does not make sense to say that the
quaitative aspects of a living organism ae reated by precedence to their quantitative
manifesations. The quditative and quantitative coexis as two mutudly dependent pats of a
coherent whole,

Down to the more concrete level of andyticd tools, the view of language as
fundamentdly biologicd suggests the use of the mathematics employed by leading physicids
(Haken 1977) and biologists (Yates 1984) to study complex sysems. As a smal gep in that
direction, | hope to have shown some of the promise of nonlinear dynamics in providing a
powerful forma method for addressng the issue behind the *‘phonetics-phonology interface.
That is the issue of the reaion between quditative and quantitetive aspects of phonetics
phonology. The proposd is that it is both necessary and promising to do away with the tempord
metaphor of precedence between the quditative and the quantitative, without losng sight of the
essentid distinction between the two. This leads to the dternative non-derivationa conception of
the term ‘interface as a dynamic linkage between the two interdependent aspects of a unified
sysem.
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